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Abstract

Errors in the identification of somatic mutations in cancer samples can have critical
implications in both research and clinical applications. Failure to detect potential
variants of interest can lead to missed opportunities in patient treatment or sci-
entific research. Incorrectly identifying a somatic variant may result in inaccurate
prognosis, unsuitable treatment selection, or misleading research. By understanding
the sources of error in somatic mutation calling, we are better placed to mitigate
these risks. The reevaluation of variants that have been excluded from analysis by
mutation calling methodologies can provide valuable insights in this regard. By
considering the allele frequency, nucleotide context, and potential impact on pro-
tein of a mutation that has been discarded from analysis, we can incorporate the
overall biological context into our assessment of the variant call. This approach
enables us to identify putative somatic variants that were overlooked by the caller
and, importantly, investigate the reason for their omission.

In Chapter 2, we outline vcfView, an interactive R Shiny tool designed to support
the evaluation and exploratory analysis of somatic mutation records from cancer se-
quencing data. We use vefView to reevaluate the TCGA acute myeloid leukaemia
data and identify clinically actionable mutation records in patients that were incor-
rectly excluded from analysis due to the presence of tumour sample DNA in the
matched normal sample.

The validation of somatic mutation calling pipelines is a critical step in ensur-
ing the accuracy and reliability of the results obtained from the analysis of cancer
genomic sequencing data. However, the trustworthiness of the validation results is
directly linked to the quality of the truth set used for validation. In Chapter 3, we
introduce a simulation framework designed to generate comprehensive and realistic
tumour genomic sequencing data. This framework takes into account the inherent
randomness of genomic sequencing, providing an accurate representation of the fre-
quency profile as it is observed in real sequencing data. It generates a corresponding
truth set alongside the simulated sequencing data, documenting the true source of
each non-reference base in the data. Unlike existing validation methods, this truth
set not only identifies variant caller errors but, crucially, enables us to understand
the reasons behind the erroneous calls. Using the GATK Mutect2 variant calling
pipeline, we apply this framework to highlight and explain sources of error in somatic
mutation data and biases in the estimation of somatic allele frequency.

Finally in Chapter 4, we analyse tumour-only sequencing and somatic variant
data from an unpublished dataset comprising 60 individuals diagnosed with early-
onset and aggressive pancreatic ductal adenocarcinoma. We apply the tools and
methods we have developed previously to recover somatic variant information from
sequence data obtained from heavily damaged FFPE samples. We provide an im-
proved estimate of the true incidence of pathogenic KRAS variants within the cohort
that accounts for the sequencing strategy and sample preparation methods used. We
also highlight recurrent mutations in several other cancer associated genes that may
have played a role in disease progression in these patients.

v
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1 INTRODUCTION

1 Introduction

1.1 Cancer evolution and development

1.1.1 Hallmarks of cancer

Cancer is a disease that can be traced back to the early stages of recorded his-
tory. One reference dating back to around 3000 BCE in Egypt records treatments
for breast cancer”, while Hippocrates, around 400 BCE, described the invasive na-
ture of the disease and distinguished between benign and malignant tumours®. In
the fossil record, the true extent of the ancient origins of this disease becomes evi-
dent. In South Africa, scans of a 1.7 million year old fossilised toe bone uncovered
an osteosarcoma in an ancient species of hominid”, while metastatic bone cancer
has been identified in the polished cross-section of a 150 million-year-old Jurassic
dinosaur fossil*. Hallmarks of this disease transcend species and have roots that
extend far back into our evolutionary past™#5:,

In recent decades, progress in the field of personalised medicine has given rise to
the development of novel therapies and treatment modalities targeting the unique set
of factors driving an individual tumour. Alongside these advancements, an aware-
ness has emerged that, while no two cancers are identical, they all share a core set of
characteristics or hallmarks that define the disease. This list of hallmarks continues
to evolve as our understanding of the disease progresses. A formalised proposal of
the hallmarks of cancer was first published at the turn of the 21st century™, listing
six core characteristics of the disease: self-sufficiency in growth signals, insensitivity
to growth-inhibitory (antigrowth) signals, evasion of programmed cell death (apop-
tosis), limitless replicative potential, sustained angiogenesis, and tissue invasion and
metastasis. Cell growth and division are strictly regulated in normal cells. Tissue
homeostasis is maintained by a complex network of intracellular signals that tell
the cell when to enter the replicative cell cycle. In the absence of external signals,
the cell remains in GO, the default phase of a normal cell. Signalling autonomy,
the ability for cells to grow and proliferate independently, without relying on ex-
ternal signalling, is a distinctive hallmark of cancer cells. Signalling autonomy may
be acquired in various ways, through the autocrine production of growth factors by
cancer cells, the overexpression of cell surface signalling proteins, or abnormal signal
transduction resulting from mutations in cell surface proteins or further downstream
in the signalling pathway®*.

Anti-growth signalling pathways are crucial in counterbalancing proliferative sig-
nalling. They regulate cellular processes such as growth and cell division, often
interworking with tumour suppressor proteins such as p53, phosphatase and tensin
homolog (PTEN), and retinoblastoma protein (pRb) that detect abnormalities and
trigger growth inhibition or apoptosis when necessary. Signals that trigger a cellular
response may originate from outside the cell via ligands or molecules that bind to
specific receptors. Signals may originate from within the cytoplasm, for example,
signalling pathways involved in regulating cell cycle progression, DNA damage, and
responses to cellular stress.1%, Anti-growth signal dysregulation is common in can-
cer. For example, the growth-inhibiting cytokine TGF-$ is produced by white blood
cells to instruct cells to halt the cell cycle (via Rb). Cancer cells block this signal
through mutations that disrupt TGF-{ receptors or other downstream components

1



1 INTRODUCTION

in the signalling pathway. TGF-B also causes immunosuppression and angiogenesis
within the tumour microenvironment. In the absence of anti-growth signals within
the cancer cells, this enables the tumour to grow and invade*!.

Apoptosis is the process of orderly self-destruction of the cell. Morphologically,
this is characterised by cell shrinkage, nuclear condensation, and fragmentation of
the cell into smaller membrane-bound apoptotic bodies, which are ultimately dis-
posed of by phagocytosis. Apoptosis is an essential characteristic of multicellular
organisms that allows for the removal of damaged cells that have the potential to
become malignant. Apoptosis is triggered either extrinsically via the death receptor
cell surface protein (tumour necrosis factor receptor) or intrinsically, primarily medi-
ated by the tumour suppressor p53%2. P53 responds to signals of cell stress or DNA
damage, initiating repair if possible, or apoptosis if repair is not achievable. Due
to their critical role in preventing malignancy, apoptotic pathways are frequently
targeted in cancer. The tumour suppressor gene TP53 has been identified as the
most frequently mutated gene in human cancers™. Viral proteins that bind to and
inactivate phH3, along with other tumour suppressors, are also exploited by cancer to
suppress apoptosis. Mutations in the death receptor pathway, receptor downregu-
lation, or the expression of decoy receptors are other mechanisms by which tumour
cells may evade extrinsic apoptotic signals®®.

Most normal cells have a finite lifespan. With each round of mitosis, the telom-
eres get progressively shorter. Once the telomeres reach a critical length the cell
enters senescence, a state of irreversible growth arrest and will no longer divide*?.
Stem and germ cells are the exception however. These cells express telomerase re-
verse transcriptase (TERT) which repairs the ends of the telomeres allowing the
cell to continue to replicate. The progressive shortening of the telomeres with each
round of cell division presents a significant barrier to cancer growth. Telomerase,
typically not expressed in somatic cells, has been detected in approximately 85%
of malignant tumours™™ demonstrating that, for the majority of malignancies,
TERT activation is hijacked by cancer to continue proliferating. In a minority of
cancers the homologous recombination pathway, alternative lengthening of telom-
eres (ALT) is dysregulated to maintain telomere length'®. Both mechanisms result
in the cancer gaining the capability for unrestricted proliferation and progression of
the malignancy.

Angiogenesis, the formation of new blood vessels, is a crucial milestone in the
development of malignancy. Without a blood supply, a tumour cannot attain sig-
nificant growth, invade surrounding tissues, or metastasize to other parts of the
body. Angiogenesis is a complex and tightly regulated process involving degrada-
tion of the basement membrane and activation, proliferation, and migration of the
endothelial cells. As the tumour evolves it begins to manipulate the surrounding
microenvironment releasing growth factors and cytokines to secure a blood supply.
Pro-angiogenic factor VEGF-A, expressed by nearly all malignant tumours binds
to and activates both VEGFR-1 and VEGFR-2 on vascular endothelial cells, pro-
moting permeability, proliferation, migration, survival, and angiogenesis®. Hypoxia
in the tumour microenvironment typically plays an important role in this regard,
up-regulating the transcription factor hypoxia-inducible factor-1 (HIF-1) which in
turn increases the expression of many angiogenesis inducers while suppressing an-
giogenesis inhibitors“”,

Arguably, the most destructive characteristic of cancer is its capacity to invade




1 INTRODUCTION

and metastasize, with the latter being the primary cause of cancer-related deaths?!.
The ability to infiltrate surrounding tissues distinguishes a benign, typically man-
ageable growth from a malignant and potentially fatal tumour. An essential aspect
contributing to a tumour’s invasive potential is the physiological process known as
epithelial-mesenchymal transition (EMT), where epithelial cells undergo transforma-
tion, acquiring motile and invasive characteristics of mesenchymal cells. The triggers
for EMT activation in cancer are complex and not fully understood, with various
factors implicated, including epigenetic modifications®?, the tumour microenviron-
ment??, microRNAs**, and mutations in signalling pathways“. Once acquired,
EMT allows cancer to breach the basement membrane and dissolve the extracellular
matrix below. Migration of cancer cells continues until intravasation occurs, with
cancer cells entering a blood or lymphatic vessel, resulting in the transportation of
the cancer from the primary site. Extravasation follows, leading to the establishment
of secondary tumours in other locations in the body.

Eleven years after their initial review of six biological capabilities acquired during
tumour progression”, the authors released a second publication summarising four
additional emerging hallmarks of the disease®®: tumour immune evasion, inflam-
mation, deregulation of cellular energetics, and mutation and genomic instability.
Within the tumour microenvironment, inflammation and immune activity are of-
ten considered a double-edged sword in combating cancer2%2%  On the one hand,
they play a crucial role in restraining cancer, limiting its growth upon detection,
and surveilling and destroying malignant cells throughout the body to prevent the
establishment of a cancer niche. However cancer may evolve capabilities to manipu-
late immune and other cells within this environment leading to immune cell anergy,
tumour tolerance and continued angiogenesis and tumour growth. A critical factor
in the tumour acquiring these capabilities is instability and somatic mutation within
the cancer genome, ultimately producing a clone with the necessary capabilities to
persistently evade and grow. Tumour hypoxia and the deregulation of energy re-
leasing metabolic pathways in cancer (the warburg effect), another important and
long standing hallmark of the disease®” is also considered to play a pivotal role in
progression. Our understanding of these characteristics has advanced significantly in
recent decades, and ongoing research is expected to further clarify the mechanisms
underlying the hallmarks of cancer and their therapeutic implications.

1.1.2 Genomic damage and instability

Genome instability has been proposed as the force that generates genetic diversity,
expediting the acquisition of the hallmarks of cancer®”. Cancer is commonly de-
scribed as a disease of the genome. Tumours typically contain a range of genetic
and epigenetic lesions, as well as structural alterations that dysregulate cellular
metabolism, mutate proteins, and transform healthy, normal cells into malignant
tissue. Determining the cause of this damage can reveal the origin of the cancer it-
self. Damage to DNA can occur as a result of normal cellular metabolism, a process
typically referred to as intrinsic DNA damage. For example, oxidative phosphory-
lation within the mitochondria, which produces cellular energy in the form of ATP,
also generates reactive oxygen species (ROS) as byproducts that have the potential
to damage DNA. Furthermore, during DNA replication, the genome encounters nu-
merous challenges, collectively known as replication stress, where it is exposed to
several potentially DNA-damaging processes that cause replication fork progression
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to slow or stall*!. The correct partitioning of replicated sister chromatids during
mitosis is also critical. Errors in this process lead to aneuploidy and potentially
malignant transformation. Transcription-associated mutagenesis is also considered
to play a role in intrinsic DNA damage®?. Transcription usually copies only one
DNA strand, leaving the other non-transcribed strand unpaired and susceptible to
damage until the transcription process completes. This may result in localised DNA

lesions within the transcribed genomic region,

Although intrinsic DNA damage is unavoidable, only a very small proportion of
the lesions caused by this damage result in somatic mutations. The cellular DNA
repair machinery plays a critical role in this regard. ROS damage, along with other
common lesions caused by deamination and alkylation are typically repaired through
base excision repair (BER). In this process, enzymes first remove the damaged bases
and create a nick in the phosphodiester backbone, allowing DNA polymerase I and
DNA ligase to repair the missing bases and reseal the nick®¥. Throughout various
stages of the cell cycle, additional DNA damage responses (DDR) and checkpoints
play crucial roles. For example, during replication, in the S and G2 phases, the
Homologous Recombination Repair (HRR) pathway comes into play for the restora-
tion of double-strand breaks. This pathway capitalises on the inherent homology
within the sister chromatid, using it as a template to replace damaged or missing
DNA segments flanking the break in the affected chromosome®. DNA damage and
replication stress during the cell cycle trigger a checkpoint response that prevents
progression until DNA synthesis has completed and DNA damage repaired. The
mitotic checkpoint complex also plays a crucial role in maintaining genome integrity
by preventing the separation of the duplicated chromosomes until each chromosome
is properly attached to the spindle®?. Transcription-coupled repair (TCR) plays a
vital role in intrinsic DNA damage response by recruiting nucleotide excision re-
pair (NER) to excise and repair the DNA containing the lesion on the transcribed
strand®Y.

Genomic damage and instability can result not only from DNA-damaging agents
produced during normal cellular metabolism but also from extrinsic sources of dam-
age originating from external processes, posing a potential threat to DNA integrity
and contributing to the development of cancer. Numerous epidemiological studies
have established significant correlations between cancer and exposure to carcino-
gens®”. Such exposure can arise from occupational or other environmental factors,
including, but not limited to, diesel exhaust, asbestos, radon gas, ionising radiation
(i.e., X-rays), as well as lifestyle choices such as cigarette smoking or alcohol con-
sumption. The extent of extrinsic DNA damage resulting in somatic mutation or
chromosomal alteration, and the corresponding risk of malignant progression, has

been linked to the nature and duration of exposure to the carcinogen“®,

One of the most common examples is extrinsic DNA damage caused by exposure
to ultraviolet (UV) light. UV radiation can induce pyrimidine dimers in DNA. High-
energy radiation, such as X-rays, can also result in significant damage and instability
in the genome. As the radiation traverses the cell, it liberates electrons that damage
and sever DNA molecules®”. If left unrepaired, these types of lesions can impede
transcription and replication, leading to cell death or malignancy. Chemicals such
as benzene or aflatoxins that form adducts with DNA bases also pose a significant
threat to genome integrity. Similarly, conditions linked to chronic inflammation
expose cells to DNA-damaging agents”.
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DNA damage repair processes within the cell are essential for preserving genomic
integrity in the face of extrinsic damage. NER typically addresses the restoration
of DNA containing crosslinks or adducts. Double-strand breaks, when homologous
recombination repair (HRR) is not an option, are repaired through non-homologous
end joining (NHEJ)“Y. NHEJ involves ligating the broken ends of the chromosome
together without reference to homology, presenting a notable risk. Executing this
repair without attempting to restore the original sequence can lead to gene inacti-
vation or the potential formation of oncoproteins.

The vital significance of DNA damage response pathways in preserving genomic
integrity becomes particularly apparent when these pathways experience inactivating
somatic or germline mutations. Genetic disorders, such as xeroderma pigmentosum,
an autosomal recessive condition impacting pathways crucial for UV damage repair,
underscore the magnitude of genomic damage that will result if UV-induced lesions
are not effectively repaired. Individuals afflicted with the disease experience severe
sunburn even with minimal sun exposure, and many succumb to early-onset skin
cancers*?. Lynch syndrome, an autosomal dominant cancer predisposition syndrome
caused by defects in the DNA mismatch repair (MMR) pathway, is typically marked
by the early onset of colorectal cancers and various other cancer types®®. The de-
fective MMR pathway usually results in elevated microsatellite instability, leading
to changes in the length of short repeated DNA sequences within the genome. Ge-
nomic damage and instability have also been linked to the theory of ageing, which
posits that the accumulation of somatic alterations with increasing age contributes
to increasing cellular dysfunction and the effects of ageing™*.

Extrinsic biological agents, such as retroviruses, may also pose a risk to genome
integrity. A retrovirus disrupts the cell’s genome by inserting a DNA copy of its RNA
genome into the DNA of a host cell, potentially damaging cellular proto-oncogenes,
leading to further genomic instability. Additionally, some oncogenic retroviruses,
known as acute transforming viruses, carry oncogenes within their genome that can
transform the cell following insertion into the host’s DNA%?, Several intrinsic cel-
lular defences, collectively termed restriction factors, attempt to prevent or restrict
genomic damage resulting from retroviral infection®®. Examples of these factors in-
clude the APOBEC3%? protein family, a group of cytidine deaminases that induce
hypermutation in the viral genome, inhibiting its replication, and TRIM5¢*®, which
targets the incoming viral capsid, preventing reverse transcription.

1.1.3 Clonal evolution in cancer

The role of genomic damage and instability in cancer evolution began with zool-
ogist Theodor Boveri’s research® in the early 1900’s linking abnormal chromoso-
mal alterations during mitosis with carcinogenesis. Boveri’'s work was validated
by Hungerford and Nowell with the discovery of the Philadelphia chromosome in
1959°%. This theory was further developed over the course of the 20th century cul-
minating in Nowell research into the clonal evolution of tumour cell populations®'.
Nowell proposed cancer as an evolutionary process involving the sequential selection
of mutant subpopulations derived from a common progenitor. Within this pro-
cess, genetic instability facilitates the acquisition of biological traits associated with
tumour progression. In recent years, the emergence of high-throughput sequencing
(HTS) datasets has facilitated the validation of numerous aspects of Nowell’s model.
Truncal mutations, signalling a common ancestral clone, have been detected in most
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cancer types®2, while other research has affirmed cancer as an adaptive evolutionary
process®¥ This analysis together with improved methods for the identification of
somatic mutations has prompted further refinements to the clonal model of cancer
evolution.

A. Linear evolution B. Branching evolution

Clonal prevatence
lprevalonce

C. Punctuated evolution D. Neutral evolution

Clonat revalence
Clonal Prevalence

E. An evolutionary pathway towards therapy resistance

Clonal Prevalence

Gatekeeper Mutation |
'

—

Time
4
Neutral Evolution  Start of Therapy ~Therapy Resistant Clone

Figure 1.1: Various modes of cancer evolution. A: Linear evolution, as characterised
by a sequential, ‘selective sweep’ evolutionary model®”. B: Branching evolution.
This follows the classical Darwinian model of evolution, of ‘descent with modifica-
tion’ and ‘natural selection’™. C: Punctuated evolution, where a period of stasis is
interrupted by a single catastrophic cellular event and a significant increase in the
malignant potential of the resulting clone. Examples of this mode of evolution have
been identified in numerous cancer types®758  D: Neutral evolution. All muta-
tions acquired during this mode of evolution have no impact on the clone’s ability to
survive and reproduce.E: One possible evolutionary pathway towards therapy resis-
tance. A gatekeeper mutation acquired prior to the application of therapy confers
a strong selective advantage to the clone after therapy commences®.

Earlier models of clonal evolution, like Nowell’s, suggest a predominantly linear
evolutionary trajectory (Figure ) characterised by sequentially dominant clones
that drive disease progression. In this linear model of evolution, a clone acquires
a new mutation that enables a selective sweep, where the new clone outcompetes
all others that do not have the mutation, replacing them in the neoplasm. This
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model has been used to explain the linear progression of colon cancer through a se-
ries of stepwise mutations leading to sequentially more malignant stages of tumour
growth®. However, the analysis of numerous large-scale cancer genomic sequencing
datasets reveals that many tumours do not exhibit the predominantly homogeneous
tumour cell population predicted by this model®. The branching model of tumour
evolution provides an alternative perspective that accommodates intratumour het-
erogeneity (Figure ) In this model, clones diverge from a common ancestor and
evolve in parallel within the tumour, giving rise to multiple competing lineages that
mirror a Darwinian evolutionary tree®®. Clones that are more adapted to their mi-
croenvironment within the tumour increase their number while others remain stable
or die out. The heterogeneity that this model implies may potentially be exploited
as a strategy for delaying or preventing the development of treatment resistance.
Aggressive treatments that maximise tumour cell kill may inadvertently favour the
selection of treatment-resistant clones within the tumour population. In contrast,
adaptive therapies exploit the competition between treatment sensitive and resis-
tant populations by adjusting the treatment dose or duration to manage the resistant

population and extend the duration of the therapeutic responseZ.

In recent years, the application of neutral evolutionary models in cancer ge-
nomics has been employed to explain the extent of intratumour heterogeneity ob-
served in many tumours (Figure ) This hypothesis, borrowed from the field
of population genetics, posits that at the molecular level, the majority of polymor-
phism and substitutions arise from selectively neutral mutations and subsequent
genetic drift®**H% Figure ). The model’s application in the context of cancer
was formalised by Williams et al.®® who determined that, in a neutrally evolving
tumour cell population under exponential growth, the number of mutations at a
frequency greater than f should be proportional to 1/f. This model was employed
in analysing a large pan-cancer cohort from the TCGA Consortium, revealing that
over 30% of all tumours exhibited evidence of neutral evolution. Neutral evolution
is compatible with natural selection as postulated by Darwin. Darwin’s theory®?
is concerned with mutations resulting in phenotypic change that confer selective
advantage. Neutral evolution applies only at the molecular level to alterations that
are selectively neutral. Despite the absence of any selective advantage, these mu-
tations are important in cancer research and clinical application as they increase
intratumour heterogeneity®”. As the tumour microenvironment changes, mutations
that previously accumulated neutrally may become targets of strong selection. In
effect, these mutations provide a source of standing genetic variation upon which fu-
ture selective pressures may act. For instance, they could lead to the development of
therapy resistance, where a once neutral somatic mutation confers a level of intrinsic
resistance, gradually resulting in therapy failure over time® (Figure [L.1[E). Neutral
somatic mutations also contribute to the Tumour Mutation Burden (TMB), a clin-
ically actionable biomarker, due to its relevance to the immune response against
cancer®®,

Classic Darwinian models of tumour evolution typically assume that mutations
are acquired sequentially in a steady, stepwise fashion, sometimes requiring years to
accumulate the necessary drivers to initiate cancer progression. However, with the
comparatively recent availability of high-depth tumour sequencing, researchers have
uncovered evidence suggesting that, in some cases, a single catastrophic event can re-
sult in a high number of genomic aberrations giving rise to malignancy®. Examples
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of such events include chromothripsis™, a phenomenon characterised by chromoso-
mal shattering, causing hundreds of genomic breakpoints and aberrant reassembly.
Chromoplexy, a related phenomenon, occurs when multiple chromosomes fragment
and rejoin, causing extensive and complex restructuring across the genome®’. Cells
that do not undergo apoptosis following such events are at risk of acquiring multiple
driver alterations, potentially leading to malignancy. In the case of cells that are
already cancerous, this may result in aggressive transformation. From a cancer evo-
lutionary perspective, this process is sometimes modelled as a punctuated evolution
(Figure [1.1IC). In line with this model, tumour cells undergo extended phases of
mutational equilibrium interspersed with brief intervals of intense evolution. Dur-
ing these periods, tumour cells have the potential to accumulate multiple impactful
driver events and acquire a more aggressive phenotype.

1.1.4 Germline-somatic variant interactions

The genetic context in which a somatic variant associated with cancer occurs can
have a significant impact on tumourigenesis. For the last 50 years, this potential
interplay between germline (inherited) and somatic (acquired) variants in cancer pro-
gression continues to be the subject of ongoing scientific research. In 1971, Knudson
observed that individuals inheriting a mutant RB1 allele were more frequently di-
agnosed with early-onset, bilateral retinoblastoma than wild-type patients. In what
later became known as the ‘two-hit” hypothesis, Knudson proposed that individuals
with the mutant germline allele needed only one cell to undergo an inactivating
somatic mutation in the remaining wild-type allele for malignant transformation to
occur™. The Rb gene was considered to be haplosufficient, implying that the quan-
tity of protein generated by a single functional Rb allele was adequate to inhibit
tumourigenesis. In effect, the inactivating somatic event in the wild type Rb allele
acts as the trigger for an underlying germline vulnerability in the mutant allele that
can lead to cancer.

Twenty years after Knudson’s research on the Rb gene, the newly named BRCA 1
gene was mapped to chromosome 17 by Dr. Mary King and colleagues™. The re-
search marked the culmination of a substantial international effort that began with
the genetic epidemiological analysis in 1988 of early-onset familial breast cancer
data, proposing the existence of a dominant gene linked to susceptibility to breast
cancer™. This achievement was all the more remarkable considering that, at that
time, in the absence of a human reference genome and modern sequencing tech-
niques, their research relied on painstaking linkage analysis and overlapping DNA
clones to map the locus™. In 1994, Michael Stratton and Richard Wooster mapped
BRCA2 on chromosome 13, The BRCA genes code for tumour suppressor proteins
and, like many such genes, are generally believed to follow the Knudson ‘two-hit’
model, where cancers that develop in carriers of the mutant allele almost always ex-
hibit loss of the wild-type ™. Both BRCAI and BRCA2 were cloned and patented
by Myriad Genetics, who enforced the patent on commercial testing for hereditary
breast and ovarian cancer susceptibility until it was invalidated by the US Supreme
Court in 2013,

The discovery of the BRCA genes played a pivotal role in advancing cancer
research and enhanced our understanding of cancer predisposition. Since then, sub-
sequent advancements in genotyping technology for identifying both copy number
and single nucleotide polymorphism (SNP) variation, the compilation of large-scale
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cancer genomics datasets, and the application of genome-wide association studies
(GWAS) have identified additional germline variants associated with cancer predis-
position™. These include tumour suppressor genes associated with familial cancer
syndromes, such as Li Fraumeni Syndrome® (p53), Cowden Syndrome® (PTEN),
and Peutz-Jeghers Syndrome® (STK11). Highly penetrant germline variants in
DNA repair pathways, in particular, may pose a significant risk of DNA damage
and cancer progression. For example, individuals with Lynch syndrome, an au-
tosomal dominant condition that affects DNA mismatch repair, commonly harbor
germline defects in one or more of four repair genes (MLH1, PMS2, MSH2, MSHG6),
leading to an increased risk of colorectal and other cancers®®. Genes of interest are
typically grouped together for testing on a gene panel, enabling simultaneous se-
quencing of genes relevant to cancer predisposition. Identifying an individual with a
cancer predisposition syndrome enables them to access frequent cancer screening for
early detection, significantly enhancing the chances of successful treatment if cancer
develops. In cases of high cancer predisposition risk, radical surgical options like
the preemptive removal of breasts and/or ovaries before malignancy onset may be
considered to minimise the risk®%,

Genomic research continues to advance our understanding of the genetic mecha-
nisms influencing cancer predisposition. Notably, recent studies propose that, in cer-
tain instances, tumourigenesis can persist despite the presence of a single functional
tumour suppressor allele. Haploinsufficiency in tumour suppressor genes signifies
that inactivating mutations in one allele may result in the reduced expression level
of the corresponding protein, thereby contributing to tumour development. Tumour
suppressor haploinsufficiency has been observed in both cell line and mouse models,
including Rb®?, and more recently in BRCA1/2%". However, the precise mechanisms
underlying this phenomenon remain the subject of ongoing research. Studies have
also identified germline variants that result in a decrease in cancer risk. For exam-
ple, the germline regulatory variant rs3903072 is linked to an increased expression
of the tumour suppressor gene CTSW, which is associated with a reduced risk of
breast cancer and prolonged survival among patients diagnosed with the condition®”,
Other variants rs10497520-T and rs2242442-G have also been associated with de-
creased risk in patients with a family history of the disease®. Finally, a recent study
into the effects of HLA polymorphisms in UK Biobank data observed the protective
effect of HLA diversity in lung, head and neck, and B cell carcinomas®. A better
understanding of the role played by variants associated with a reduction in cancer
risk could contribute to tailoring personalised approaches for cancer screening and
therapy planning.

1.1.5 The tumour microenvironment

For a tumour to grow and invade, it needs to navigate a complex series of inter-
actions with normal cells in surrounding tissues and the supporting structures. It
must acquire a blood supply, evade attacks from the immune system, and break
through surrounding membranes and fibrous proteins to metastasize to other parts
of the body. The tumour microenvironment (TME) encompasses a heterogeneous
collection of hematopoietic, mesenchymal, and tumour cells, along with the sur-
rounding tissues and connective structures collectively known as the extracellular
matrix (ECM) that supports them. In the context of a tumour, the stroma, a subset
of the TME, typically refers to the surrounding ECM and the mesenchymal cells,
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such as endothelial cells and fibroblasts, within it®?. The TME can play a key role
in promoting or preventing tumour growth®2. For a tumour to survive, it must
manipulate this environment to its own advantage.

A common factor in tumour manipulation of the TME is hypoxia. Hypoxia is
the condition in which cells or tissues experience insufficient oxygen levels, impairing
their function. As the malignancy progresses, local hypoxia within the TME occurs
as a result of oxygen demand in the growing tumour cell mass outstriping supply, and
from abnormal or obstructed blood vessel anatomy that disrupts microcirculation®?,
Cancer cells which survive this increasingly harsh environment typically respond by
upregulating hypoxia-inducible factor HIF-1 expression and activating alternative
metabolic pathways such as glycolysis to continue to grow®*. HIF-1 has a profound
effect on the surrounding TME, upregulating a number of pro-angiogenic factors such
as the vascular endothelial growth factor (VEGF). In the absence of a blood supply,
the size of a tumour is typically restricted to 2 to 3mm®”. However, the presence
of the VEGF signalling protein in the TME stimulates angiogenesis by enhancing
vascular permeability and recruiting neighbouring vascular endothelial cells. This
promotes the development of new blood vessels to supply oxygen and nutrients to
the tumour, thereby providing it with nearly unlimited growth potential.

Another crucial element influencing the manipulation of the TME during tumour
progression is the infiltration of cancer associated fibroblasts. In normal tissue, fi-
broblast cells primarily produce connective tissue in the extracellular matrix (ECM)
and play essential roles in communication with various other cell types during nor-
mal tissue homeostasis and wound healing®. However, within the TME, fibroblasts
undertake distinct functions, prompting the characterization of these cells as cancer
associated fibroblasts (CAFs). Various factors like TGF-1, osteopontin (OPN),
and interleukin-13 (IL-1B), released from cancer or immune cells, induce stromal
fibroblast transition to cancer associated fibroblasts (CAFs) by modulating the
TGF- and NF-xB signalling pathways“". Cancer-associated fibroblasts (CAFs),
frequently comprising a substantial part of the tumour stroma®?, play a crucial role
in remodelling the extracellular matrix (ECM) to facilitate tumour growth and an-
giogenesis™). CAFs secrete matrix metalloproteinases, enabling ECM degradation,
followed by its resynthesis to facilitate the invasion of neighbouring tissues and the
establishment of a blood supply to the tumour®. Additionally, they can promote
angiogenesis directly by secreting growth factors such as VEGF#2:10U,

CAFs further interact with tumour infiltrating lymphocytes and other immune
cells within the TME. Through the secretion of various cytokines, growth factors,
chemokines, and exosomes, CAFs actively suppress the immune response within the
TME, allowing the tumour to evade destruction by the immune system. In prostate
cancer, CAFs recruit monocytes to the tumour through stromal-derived growth
factor-1, promoting their differentiation into the protumourigenic M2 macrophage
phenotype. This interaction between CAFs and M2 macrophages may enhance
tumour cell motility and potentially lead to metastatic spread*™. Mouse models
have demonstrated that CAFs can suppress the recruitment of cytotoxic T cells into
the tumour, conferring resistance to Immune-Checkpoint Blockade??. Additionally,
CAFs have been observed to stimulate the differentiation and migration of Treg cells,
leading to their recruitment and activation within the TME and the induction of
tumour immune tolerance™®. The complex crosstalk among cancer, stromal, and
immune cells within the TME is pivotal in cancer progression and remains an ongoing
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focus of research.

1.1.6 The immune system and cancer

The immune system has long been suspected of playing a significant role in defend-
ing the body against cancer. In the late 19th century, bacterial pathogens were used
to trigger an anticancer immune response and achieve disease remission in some
patientst?®, However, during that period, the limited understanding of the immune
system’s role in cancer prevention constrained further progress. Throughout the
first half of the 20th century, an enhanced understanding of the immune response
and experimental evidence demonstrating immune suppression of transplanted tu-
mour models culminated in the formalisation of the theory of immune surveillance
by Burnet and Thomas in 1957%%. In relation to cancer, immune surveillance refers
to ongoing monitoring by the immune system to detect and eliminate premalignant
or malignant cells in the body. Enhanced understanding of mechanisms of adap-
tive immunity prompted the validation of immune surveillance in knockout mice
models™™ and a revised concept of tumour immunoediting™’”. The immunoedit-
ing theory posits that a tumour’s progression, ultimately leading to its escape from
suppression by the immune system, can be categorised into three distinct phases:
elimination, equilibrium, and escape™’.

The elimination phase of immunoediting is initiated when the body’s immune
defences detect the presence of malignant cells. Cytotoxic T cells are activated
by detecting oncogenic peptides attached to MHC class II receptors on the cell
surface of antigen-presenting cells, such as macrophages or B cells, or by their direct
presentation on MHC class I receptors of cancer cells themselves. Activation of
natural killer cells may also occur if they detect the presence of oncogenic proteins
or protein dysregulation from a wide variety of antigen targets present on a cancer
cell’s surface™™. Alongside the direct destruction of cancer cells by the secretion
of perforin and granzymes to initiate apoptosis, these immune cells also release
cytokines that help modulate the immune response, such as IFN-y, to promote
macrophage activation, enhance antigen presentation, regulate other T cells within
the tumour and effect the clearing of the tumour cell population™".

Although, in the majority of cases, the immune system will succeed in clearing
the cancer cells, in some instances, a tumour population will persist and progress to
the next phase of immunoediting. The second phase, known as equilibrium, results
in tumour stasis. During this phase, the rate at which cancer cells are replicating
approximately equals the rate at which they are cleared by the immune system.
Despite the malignancy being kept in check by the immune system, it is not fully
cleared. Further changes within the tumour microenvironment and the cancer cell
population may also occur, leading to the survival and growth of cancer cell variants
that can evade immune recognition and destruction. Although there is no appre-
ciable change in tumour size during this period, there is an important and ongoing
interplay between the immune system, tumour microenvironment, and tumour cells
that will define the final outcome of the immune response. The balance of effec-
tor, helper, regulatory T, and other immune cells that is set during equilibrium will
dictate how the disease progresses. A robust immune response will ensure cancer
regression, while the induction of immune tolerance will ensure continued tumour
growth™9s,

During tumour escape, the final phase of immunoediting, the balance in the
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immune response to cancer shifts to one of immune tolerance, resulting in tumour
progression. Increased heterogeneity within the tumour population that accumu-
lates during the equilibrium phase results in a subpopulation that is less immuno-
genic and escapes immune surveillance. This may be achieved by cancer cell se-
cretion of cytokines and chemokines that recruit immunosuppressive cells into the
tumour microenvironment™Y, or IDO to suppress macrophages and effector T cell
responses’™#.  An established tumour may also express cytokines such as TGF-3
and IL-10 to modulate immune and stromal cell functions, creating tumour immune
tolerance™. PD-L1 overexpression by cancer cells may also be a factor, promoting
T cell anergy or apoptosis and tumour tolerance™#. Mutation or dysregulation of
antigen-presenting pathways, leading to the loss of MHC elements"™®, is another
mechanism by which tumour cells attempt to avoid detection by the immune sys-
tem. An additional evasion strategy may include the shedding of MICA /B surface
proteins by cancer cells. MICA/B is a cell surface protein indicative of cell stress
that engages with NKG2D, activating natural killer cells or providing costimulatory
signals to T cells. Shedding of MICA/B by cancer cells induces endocytosis and
degradation of NKG2D, desensitising natural killer cells, and also impairing effector
T cell responsest 440,

In recent years, research in this field has explored longitudinal whole-exome
sequencing data of cell-free DNA from a single patient. This data tracks the evo-
lutionary dynamics of the tumour and immune evasion across a 12 year trajectory,
identifying a significant number of somatic mutations believed to play a role in
immune evasion and disease progression™®. Ongoing research in this area may in
future assist clinicians in selecting appropriate therapies to react to the evolving
cancer in the patient.

1.1.7 The role of epigenetics in cancer

The term ‘epigenetics’ was coined by the developmental biologist Conrad Wadding-
ton in 1942 to describe an unknown mechanism that would explain how the same
genome can give rise to different cell types in a multicellular organism. The word
‘epigenetics’ is derived from Greek, literally meaning ‘over genetics’. In its most
general sense, the term now relates to modifications of gene expression that are in-
dependent of DNA sequence?!?. It is now known that, in somatic cells, epigenetic
modifications are dynamic and reversible, may be heritable and play a crucial role
in cell differentiation, determining cell fate®®?. The first epigenetic mechanism in-
volving DNA methylation was proposed in the mid-1970s"4!' and its role in gene
regulation and cell differentiation validated in 19819%%, DNA methylation regulates
gene expression by either recruiting proteins associated with gene silencing or by
inhibiting the binding of transcription factors. This enables differentiated cells to
develop a stable DNA methylation pattern that regulates tissue-specific gene tran-
scription®?’. Methylation of histones may also occur and can activate or repress
gene expression depending on which residue is methylatedt.

In the mid-1990’s, David Allis and his team outlined an additional epigenetic
mechanism involving the acetylation of histone residues and its corresponding im-
pact on chromatin structure®?*. Histone proteins act as a scaffold around which DNA
is packaged into what is called a nucleosome. A section of DNA packaged into a
series of nucleosomes is referred to as euchromatin, a structure that resembles beads
on a string. Multiple nucleosomes may in turn be packed tightly into arrays in a
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compact structure referred to as heterochromatin. The condensed DNA structure in
heterochromatin helps to protect the DNA from damage and, importantly, prevents
transcription of any genes within genomic regions packaged in this way. In contrast
the decondensed DNA structure in euchromatin does not act as a barrier to tran-
scription. The research® concluded that the epigenetic enzyme GCNS5, a histone
acetyltransferases adds acetyl groups onto lysine residues of cellular proteins such
as histones, to remodel chromatin and regulate transcription. Acetylation reduces
the positive charge on histones, relaxing the chromatin structure and is associated
with increased gene transcription.t#?,

In recent decades, our understanding of the mechanisms governing epigenetic
regulation, particularly concerning the dysregulation of gene expression in cancer,
has advanced significantly. Of particular concern is the dysregulation in methylation
patterns, which may provide cancer with a mechanism to repress tumour suppressor
genes or express genes linked to immune escape??’. First described in the 1980s7,
DNA hypomethylation, characterised by a decrease in the epigenetic methylation
of cytosine and adenosine residues in DNA, has been observed across a number of
cancer types and is associated with poor prognosis and the risk of relapsel®422,
Removal of methylation patterns can have a significant impact, resulting in gene
activation and dysregulation of gene expression*%!31 Similarly, hypermethylation,
an increase in the epigenetic methylation of cytosine and adenosine residues in DNA,
is frequently observed in cancer®?. Hypermethylation of DNA in cancer often man-
ifests in regulatory regions such as promoters and enhancers of tumour suppressor
genes, suggesting that cancer-related epigenetic modifications may function as a
driver of the disease™.

Issues related to histones or chromatin remodelling may also have serious and
widespread implications for the cell. Somatic mutations in chromatin remodelling
genes, particularly within the SWI/SNF complex, have been identified as affecting
more than 20% of human cancers across various tumour types®®*, Additionally, mu-
tations in genes encoding histone acetyltransferases have been recognized as playing
a significant role in several cancer types. These mutations may function as tumour
suppressors or oncogenes in cancer transformation and serve as biomarkers in pre-
dicting patient survival’®®. Finally, mutations within genes that code for histone
modifier enzymes related to chromatin methylation have also been linked with tu-
mour development and metastasis®.

1.2 Somatic mutations and their clinical relevance

1.2.1 Types of somatic mutations

It has been estimated that the genetic makeup of any two individuals on earth is
on average 99.9% identical®3”. However, this minor variation and the environment
within which it occurs is often a key aspect of a person’s health and susceptibility
to disease. At the molecular level, differences in the genome of two cells taken
from the same individual are even more infrequent and estimated to be orders of
magnitude less than typical inter-individual differences®®. Although subtle, these
differences also have the potential to impact a person’s health and an in-depth
understanding of their consequences is a key objective in many health-care settings.
In genetics, a variant is defined as any alteration in DNA sequence relative to a
reference genome. Variants are typically classified as either germline or somatic.
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Each of us was born with our own unique set of germline variants that were present
at zygote formation and are now contained within the DNA of every cell in our body.
In contrast somatic mutations are alterations to a cell’s genome that occur after the
formation of the zygote, in somatic (non-germ) cells. As a result somatic mutations
are unique to a cell or group of cells within the body. Somatic mutations usually
arise through misrepaired DNA damage and once acquired may be passed on to all
lineage descendants of the cell. They occur in both healthy and diseased cells and
vary significantly in abundance across all tissue types’®”. Somatic mutations have
been linked with disease?® and the ageing process** however most are assumed to be
silent, having minimal phenotypic consequences for both the cell and organism“+¥.

The types of genetic alterations that arise from somatic mutations and the con-
sequences for both the cell and organism also vary significantly. The simplest type
of modification, a single-based substitution (or ‘point’ mutation), is also one of the
most frequently occurring somatic variants. Genomic location is crucial when as-
sessing clinical impact and somatic variants are further classified as occurring in
a coding (i.e., within exons) or non-coding region of the genome. Coding regions
only account for approximately 1.5% of the human genome?#4 however the potential
functional impact on protein of somatic variants within coding regions is significant.
The degeneracy of the genetic code implies that nearly a quarter of all possible single
base substitutions (SBSs) listed in the codon table are essentially interchangeable,
and as such do not result in amino acid changes in translated protein®*¥. These
‘synonymous’ SBSs are generally considered to have no biological impact, although
there is a growing awareness that in a minority of cases, effects on protein due to
other mechanisms such as splice site modifications may occur®®. Nonsynonymous
mutations are of particular interests although assessing their functional impact is
not always straightforward. A missense mutation is a type of nonsynonymous mu-
tation that results in an amino acid change in the translated protein. The biological
impacts of missense mutations also vary significantly depending on the chemical
properties of the amino acid change and the location within the peptide where to
alteration occurred. A missense mutation is said to be conservative if the amino acid
change has no functional effect on protein. Non-conservative mutations, in particular
those involving hydrophobicity changes within core peptide regions may deform the
molecule disrupting binding affinities that result in loss of normal function or gain
of toxic function. The biological implications of missense variants are not always
obvious and in-silico algorithms such as SIFT'4 and PolyPhen-2%4* which compare
sequence homology and the physical properties of amino acids are often used to pre-
dict functional impact. SBSs may also result in the insertion of a stop codon into a
coding sequence. This creates a ‘nonsense’ mutation (or protein truncated variant
PTV) that usually implies incomplete protein product and loss of function. Indels or
short insertions and deletions within the genome are another type of mutation com-
monly identified in variant caller output. These are further classified as ‘in-frame’ if
the amount of DNA gained or lost is divisible by 3 (the number of bases in a single
codon) or alternately they are referred to as a ‘frameshift’. Frameshifts usually have
a significant impact, typically resulting in a new amino acid sequence downstream of
the mutation including premature stop codons that truncate the protein. Similarly
to indels, microsatellite instability; the extension or contraction of short repeated
DNA sequences (usually less than 50bp) may also lead to a frame shift within some
exons.
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Although less likely to cause disruption, SBSs and indels that occur outside of
exonic regions may also have functional implications for both cell and organism.
Somatic mutations that modify core splice sites can cause introns to be retained
during splicing or modification or skipping of exons, leading to significantly altered
protein isoforms. Mutations at promoter sites that change the binding affinity of
transcription factors and dysregulate gene expression are also associated with several
diseases?®’. Larger and more complex somatic alterations, referred to as structural
variation may also occur. Structural variants (SVs) are genomic rearrangements
generally defined as encompassing at least 50 bp and may traverse both coding and
non-coding regions of the genome. The affected region is typically <1 kb and may
take many different forms such as copy number alterations (amplification or deletion
of copies of a DNA segment) , inversions (a broken segment reattaches with reverse
orientation) and translocations (a broken segment reattaches within a different chro-
mosome). Somatic structural variation may result in gene fusions, the amplification
of oncogenes or the deletion of tumour suppressors and is associated with a number
of malignancies® as well as developmental, neurological or neuromuscular disorders
involving the somatic extension of a critical germline triplet repeat variant that
causes complications as the patient ages*™48  Targeted assays for SV detection
are used in clinical diagnostics, however detecting structural variation from Next
Generation Sequencing (NGS) data poses a number of challenges, which in turn
complicates research although a number of dedicated software tools for detecting
copy number alterations (CNAs) and SVs are available!4#120,

1.2.2 Mutational signatures

The biological DNA damage processes that give rise to somatic mutations are of
particular interest in cancer research and clinical practice. Establishing the cause
of somatic mutations that give rise to cancer ultimately allows us to explain the
origin of the cancer itself. As we age DNA damage accumulates in our cells as a
result of exposure to numerous mutagenic processes at various stages throughout life.
Exposure may be transient (ie., UV damage) or it may take the form of a constant
threat from reactive oxygen species (ROS) produced as a by-product of normal
cellular metabolism. Cellular DNA repair machinery ensures the integrity of the
genome in the face of DNA damage, but it is not 100% effective. Misrepaired lesions
can become integrated into the cell’s genome, establishing a record of mutational
events traced right back through the cell’s lineage. The types of genomic changes
brought about by these somatic mutations depend on the mutational process that
gave rise to them with each process leaving its own signature on the type of DNA
damage it creates. Researchers have exploited these differences to break down the
overall somatic burden found in various cancer types and identify the mutagenic
sources involved and their proportional contributions to the overall tumour somatic
burden™¥.

The most common approach used to identify signatures of mutational processes
is to focus on single base substitutions. Each process will typically be associated
with a set of base substitution types (from original to mutated base) and sequence
contexts (the 3’ and 5 bases adjacent to the damage) within which the damage
occurs. These are usually categorised according to the base change, referred to by
the pyrimidine of the mutated base pair (i.e. C>A, C>G, C>T, T>A, T>C and
T>G), and adjacent 5 and 3’ bases into 96 types™®. The relative contributions
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of mutations generated within each substitution class and sequence context for a
given genome and target region are often represented graphically in a mutational
profile plot. Individual signatures of mutational processes that have left their mark
on mutational profiles across a cohort of individuals with a particular type of cancer
are usually extracted from large scale cancer genome datasets using non-negative
matrix factorisation (NMF). The analysis considers the mutations in a sample are
the result of the activity of a number of distinct processes, each with a character-
istic mutational signature (described by the relative contributions of each of the 96
mutation types) and that these processes make additive contributions to the overall
mutational load in the sample. To resolve these signatures and their relative con-
tributions in each sample the somatic mutation data for a specific cancer type is
compiled into a mutation count matrix that records the number of each of the 96
mutation types for every cancer sample in the cohort. This is then factored into
the product of a mutational signatures matrix and exposure matrix (representing
the relative contribution of each mutational signature in each sample). The process
iterates until it converges on the set of mutational signatures and corresponding
exposures that best describe the data’®Z,

Mutational signatures have provided unique insights into disease aetiology in
a number of cancer types®. COSMIC Signature 7, primarily composed of C>T
mutations, is most commonly found in malignant melanomas and retains the hall-
marks of pyrimidine dimers and other lesions induced by exposure to ultraviolet
light'®3,  Signature 4 is found mainly in cancers associated with smoking and in-
dicative of failed nucleotide excision repair of DNA adducts likely formed as a result
of exposure to tobacco carcinogens®®, while signature 24 found exclusively in liver
cancer has been associated with exposure to the carcinogen aflatoxin B1%2?, More
recently research has focused on translational applications of mutation signatures in
oncology to aid in cancer prognosis and identify therapy sensitivity. A significant
contribution from sig 4 has been associated with shorter survival and higher tumour
mutational burden'® in a large cohort of non-small cell lung cancer patients (500 in-
dividuals). Similarly the APOBEC signature (COSMIC signature 13) has also been
associated with poor prognosis and high mutation burden in multiple myeloma>”
while signature 17b has been associated with a decline in progression-free survival
in EGFRI treated colorectal cancer'®®. Mutational signature analysis has also been
used to inform therapy selection in cancer. Biomarkers of homologous recombina-
tion DN A-repair deficiency (HRD) are an important consideration in clinical decision
making and may indicate tumour sensitivity to a number of HR-targeted therapies
such as poly(ADP-ribose) polymerase (PARP) inhibitors’®. Using machine learning
techniques (supervised lasso logistic regression) researchers have identified a set of
mutational signatures predictive of HR deficiency (BRCA1/BRCA2) that has been
validated on independent cohorts of breast, ovarian and pancreatic cancers®. A
separate study in pancreatic cancer used signature analysis to identify MMR or HR
deficient tumours and increased CD8+ T cell infiltration within the cohort. Tradi-
tional methods of identifying DNA repair deficiency have relied on the detection of
loss of function mutations in key driver genes. Mutational signature analysis pro-
vides an important orthogonal approach in this instance as issues such as epigenetic
silencing of DNA repair'® variant caller false negatives or mutations in parallel
pathways of unknown significance may confound clinical decision making. Indeed
both studies noted a significant number of HR deficient patent tumours without
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the detection of a corresponding loss of function mutation in BRCAI1, BRCA2, or
PALBZ2.

There are however a number of issues preventing the widespread use of mutation
signatures in clinical oncology. Mutation signature analysis requires whole genome
or at a minimum whole exome sequencing data. Targeted gene panel sequencing is
currently the most commonly used cancer NGS assay in clinical practice and usually
interrogates only a small fraction of the exome and is therefore unsuitable for sig-
nature analysis. Formalin fixation, paraffin embedding (FFPE) of patient samples,
a standard practice in clinical pathology also presents challenges. FFPE sample
treatment may lead to a significant number of low frequency false positive calls
in somatic variant datat9%1%3  Similar to true somatic mutation calls, FFPE arte-
facts leave a characteristic mutational footprint across the genome that may obscure
or confound the detection of true mutational signatures'®®. Similar issues may be
caused by other artefacts associated with sample preparation (for example oxidative
damage). In addition, reliable de novo extraction of mutational signatures in small
cohorts or in cancers with a low mutational burden is challenging®®. Issues such
as these have resulted in half of the 79 SBS signatures detailed in COSMIC being
listed under unknown aetiology or possible sequencing artefact, while in fourteen of
the remaining signatures it is unclear if the evidence for the signature supports the
aetiology proposed®®®. The increased use of WGS (whole-genome sequencing) and
WEX (whole-exome sequencing) in clinical practice, large-cohort based validation of
mutational signature aetiologies and continuing advances in bioinformatic methods
of artefact removal are likely to give rise to new clinical applications of mutational
signatures in the future.

1.2.3 Cancer, molecular diagnosis and prognosis

The clinical use of somatic mutation detection began in the 1970s with the devel-
opment of Southern blot to detect gene duplication and rearrangements in DNA
isolated from cancer cells. By the early 1990s a similar technique known as Fluores-
cence in situ hybridization (FISH) based on earlier work by Pardue and Gall*06467
began to emerge that allowed for fluorescent staining of a specific DNA sequence on
a human chromosome in metaphase or interphase cells leading to improved diagnosis
in malignancies such as leukaemia®®®. Both southern hybridization and FISH tech-
niques continue to be routinely used in cancer diagnostics. Since then, translational
advances in cancer genomics have led to the emergence of molecular pathology as
an integral component of cancer screening, diagnosis and management. Molecular
pathology has been defined as the testing of nucleic acids within a clinical context™®,
In the broadest sense, the types of molecular testing involved need not necessarily
be genomic and may encompass techniques such as immunohistochemistry (IHC).
Molecular pathology augments traditional histopathological and immunohistochem-
istry techniques to provide diagnostic information to oncologists and other clinical
professionals to aid prognostication and treatment stratification. The field con-
tinues to evolve as new biomarkers for targeted therapies are discovered and our
understanding of the pathogenicity of cancer-related germline and somatic variants
improves.

The primary clinical modalities for somatic variant identification in DNA or
RNA are PCR-based detection, targeted NGS (gene panel) and ctDNA (circulating
tumour DNA) assays. In addition, a limited number of clinics offer whole exome or
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rarely whole cancer genome sequencing tests. PCR-based detection and quantifica-
tion methods (such as real-time / quantitative PCR, or digital PCR) are generally
a first choice strategy that provide simple low-cost detection suitable for a diverse
range of DNA /cDNA targets. They are used to detect genetic alterations, somatic
biomarkers and viral transformations related to cancer. The first clinical application
of the technology, for the detection of leukaemia, dates back to 198844 PCR-
based detection methods are often single target assays and suited to screening for
disease™™ and risk stratification®™. The assay is highly sensitive and can poten-
tially be turned around in a short time frame*™. There are drawbacks however.
Single target molecular assays like PCR need to be run sequentially when required
to interrogate multiple loci within the tumour. In most instances however there
will simply not be enough tumour DNA to support a piecemeal approach. Follow-
up biopsy, typically performed with fine-needle aspiration or core needle yields a
limited amount of tissue that may need to be further divided between histopathol-
ogy, immunohistochemistry and molecular diagnostics. Furthermore, high tumour
cellularity in the biopsy is not guaranteed. These issues are reflected in the main
reasons cited for molecular testing failure in lung cancer; insufficient amount of
tumour cells (83%), inadequate tissue quality (55%)*, confirming the long stand-
ing mantra among pathologists and oncologists that ‘tissue is the issue’. Multiplex
PCR (mPCR), which can simultaneously detect a number of sequences using mul-
tiple primers in a single reaction may be an option to conserve lab resources, and
most importantly biopsy tissue. The assay is significantly more complex than single
target (singleplex) PCR, requiring sophisticated instrumentation and comes with an
additional set of multiplex-specific challenges (for example primer incompatibility,
particularly as the number of targets increases) ™0, Tt is used successfully in some
clinical settings. However, a bespoke mPCR assay for each set of targets relating to
a specific cancer type is not a viable option in many laboratories.

Gene panel or targeted NGS assays provide an alternative method of interrogat-
ing multiple genomic targets from a single sample by performing hybridization-based
enrichment of a specific subset of clinically relevant gene and regulatory regions fol-
lowed by sequencing and variant analysis. In effect, it provides a cost effective
approach that focuses limited sequencing resources directly on disease relevant ge-
nomic regions enhancing both the sensitivity and resolution of clinically actionable
variant detection™™1™ Gene panels can also detect fusion events and copy number
variation™®, although these may also be obtained with IHC or FISH depending on
the gene panel available to the clinician. Unlike PCR-based tests which confirm the
presence or absence of a particular target variant, gene panels capture the entire
content of target regions to significantly enhance the discovery power of the biopsy.
This is often a key factor when, for example, deciding on an assay to identify the
mechanism of drug resistance in an EGFR+ patient who is no longer responding
to treatment. Third generation of osimertinib, a potential treatment option, has
14 associated point mutations each conferring drug resistance, and is just one of a
number of drugs in its class. Resistance may also arise in parallel or downstream
of the inhibited EGFR, requiring comprehensive and accurate molecular diagnos-
tics to inform the next choice of treatment. A number of off-the-shelf cancer gene
panel diagnostics (or oncopanels) are available, including FDA approved solutions
such as F1CDx and MSK-IMPACT"®! and other targeted NGS methods that have
been analytically validated in many clinical laboratories™®43 or received approval
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by other regulatory authorities™®18, However, targeted NGS approaches have their
drawbacks. Low DNA content may be an issue. Although high sensitivity assays
are available"® a typical oncogene panel requires at least 200 nanograms of DNA
and a minimum tumour purity of 20%“*% while other targeted PCR methods require
only a fraction of that amount"®®. Turnaround time may be an issue in some cases
with typical estimates at 14 days™®? .

Recent years have seen an exciting development in translational oncology with
the emergence of cell free DNA (cfDNA) as a biomarker in a number of clinical
applications. The diagnostic assessment of circulating nucleic acids found in blood,
urine, and other body fluids is commonly referred to as liquid biopsy. The first
identification of cfDNA in human blood was made by Mandel and Metais in 1948155,
Circulating tumour DNA (ctDNA) is now being used to diagnose drug resistance or
disease recurrence following therapy ¥ Liquid biopsy is cheaper and less invasive
than traditional biopsy methods. Disease surveillance and minimal residual disease
(MRD) detection are an important application of liquid biopsy in cancer care and
a number of important trials are currently in progress to evaluate its efficacy in
guiding cancer treatment post resection™. The use of liquid biopsy in cancer is
still an evolving technology and a number of challenges remain. The half-life of
ctDNA in the bloodstream is brief'?? and many factors may affect the quantity of
ctDNA released 2194195 caysing low sensitivity in liquid biopsy assays and generally
requiring initial diagnosis to be obtained from a tissue biopsy. This issue is somewhat
offset by the fact that, given its low invasiveness, the test can be repeated. Liquid
biopsies are generally classified as tumour-informed or uninformed. With a tumour-
informed assay, a molecular profile of clonal variants from the primary tumour is first
recovered by NGS from a tissue biopsy and used to inform the presence of ctDNA in
later plasma-based tests when testing for other biomarkers®®®. Tumour-uninformed
assays on the other hand do not sequence the primary tumour®”. Subsequent
somatic variant identification from ctDNA may be performed by a quantitative
PCR or NGS assay as required. Research is also ongoing into potential future
applications of liquid biopsy including the use of fragment characteristics such as
DNA molecule length to identify the presence of ct DNA within a ¢cfDNA sample as
an early detection mechanism for cancer.

1.2.4 Targeted therapies for cancer

Targeted therapy as defined by the US National Cancer Institute, is a treatment
that targets specific proteins that cancer cells use to grow, divide and spread®®.
Signalling pathways in cancer cells involved in growth, the cell cycle and damage
repair pathways often contain vulnerabilities that can be exploited by drugs to stop
the malignancy from progressing. Research into targeted therapy dates back to the
1970s with the drug tamoxifen, a selective oestrogen receptor modulator (SERM)
that was originally intended for use as a contraceptive®® (Figure [1.2). A long
established link between oestrogen and breast cancer® ultimately led to it being
repurposed as the first successful endocrine therapy for cancer.

Oestrogen stimulates the proliferation of breast epithelial cells by binding to in-
tracellular (ERa and ERB) or cell surface (GPER1) receptors, which in turn activate
transcriptional processes and/or signalling cascades controlling gene expression“2.
Oestrogen signalling pathways are commonly dysregulated by receptor overexpres-
sion (ER+) in breast cancer™. Tamoxifen, a selective oestrogen receptor modula-
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tor has tissue selective actions that is used in the treatment of breast cancer®™®. As
with many targeted therapies, accurate detection of somatic variants from patient
biopsy can significantly inform the clinical use of tamoxifen. Somatic mutations
that cause amino acid changes in the oestrogen receptor alpha ligand binding do-
main (Y537S and E380Q) give rise to a constitutively active and antagonist resistant
receptor?22209 while genetic polymorphisms impacting tamoxifen metabolic activity
have also been shown to play a role in resistance?"”.

Growth and angiogenic signalling pathways, in particular those mediated by
receptor tyrosine kinase, are commonly dysregulated in cancer and frequently the
subject of targeted therapy research and clinical application®®. Receptor tyrosine
kinases (RTKs) are a group of single-pass membrane-bound signalling receptors
that regulate many normal cellular processes. They contain an extracellular ligand-
binding domain and an intracellular kinase domain (Figure [.2)). Targeted drugs
are typically classified into two categories, small molecule inhibitors and monoclonal
antibodies. Small molecule inhibitors typically weigh less than 900 daltons®*). This
allows the molecule to diffuse across cell membranes and reach intracellular targets
whereas monoclonal antibodies can only target the extracellular domain.

The epidermal growth factor receptor family (EGFR, HER2 etc.) is frequently
dysregulated across a large number of cancer types and a common target for tyro-
sine kinase inhibition therapy (TKI). Cetuximab (typically used in the treatment
of bowel and colorectal cancer, non-small cell lung cancer and unresectable squa-
mous cell skin cancer) and panitumumab (a single-agent treatment of metastatic
colorectal carcinoma) are examples of monoclonal antibody therapies that target
EGFR receptor tyrosine kinases by out competing epidermal growth factor ligands
for the extracellular binding site and preventing EGFR receptor dimerisation that
triggers the signalling cascade® ™ (Figure [1.2). Both antibodies bind to different
sites on the EGFR and somatic mutations associated with these regions (leading to
amino acid changes S492R or S468R that confer cetuximab resistance) can play an
important role in selecting between both therapy options?i2213,

Overexpression of the EGFR ligand or somatic mutation giving rise to amino acid
change G465R in EGFR can result in a loss of sensitivity and treatment resistance
with both cetuximab and panitumumab while methylation changes and mutations
in the EGFR kinase domain are correlated with disease progression in the presence
of cetuximab®#213 Similarly HER2 monoclonal antibody therapies such as per-
tuzumab and trastuzumab are also vulnerable to ligand overexpression®® and so-
matic mutations in HER2 that confer resistance to trastuzumab have been observed
and may guide the selection of other more appropriate treatments®. All epider-
mal growth factor receptor family targeted therapies are vulnerable to activating
mutations in RAS or inactivating mutations in PTEN which stimulate signalling
downstream of the EGFR and acquired kinase inhibitor therapy resistance®%218,

Additional monoclonal antibody targets include the VEGF pathway to inhibit
tumour angiogenesis and growth. Bevacizumab acts by selectively binding circulat-
ing VEGF, inhibiting binding to VEGF receptors®® (Figure . This inhibition
leads to a reduction in tumour neovascularization and growth. Mechanisms of re-
sistance to VEGF monoclonal antibody inhibition are complex“* although recent
research has highlighted the possible role of somatic mutations in KRAS in confer-
ring therapy resistance2L,

Small molecule inhibitors that can traverse the cell membrane have opened up
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Figure 1.2: An overview of the signalling pathways targeted with mono-
clonal antibodies therapies cetuximab, panitumumabZI 21212213 hevacizumab??,

trastuzumab?™® and small molecule inhibitor tamoxifen204.

new targets for kinase inhibition. In patients harbouring mutations in the epider-
mal growth factor receptor family or demonstrating receptor overexpression these
molecules effectively target the intracellular ATP binding site of the tyrosine kinase
domain, out competing ATP and preventing cascade activation??? (Figure . Sig-
nificant improvements in the potency and specificity of these therapies plus their
ability to target truncated forms of the EGFR and HER2 receptors have made
them a valuable option for kinase inhibitor therapy?23. Three generations of small
molecule tyrosine kinase inhibitors have been developed, each targeting one or more
members of the epidermal growth factor receptor family with different mechanisms
aimed at specific activating mutations and mechanisms of resistance??%. Patients
generally undergo screening for somatic mutations in EGFR?? and other somatic
variants known to confer therapy resistance before being assigned therapy. An im-
portant biomarker in small molecule EGFR inhibitor treatment is a somatic mu-
tation in the EGFR gene, causing the amino acid change T790M220 within the
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tyrosine kinase domain of the EGFR that confers resistance to first and second
generation therapies. Third generation therapy osimertinib overcomes this resis-
tance by selectively binding to and inhibiting the mutant form of EGFR to prevent
EGFR-mediated signalling, although further resistance is often acquired®2’. The
ATP-binding pocket in the VEGF receptor is also a target of small molecule medi-
ated inhibition in cancer therapy. As with monoclonal antibody VEGF inhibition,
resistance to VEGF receptor targeted therapy is complex, while some studies have
indicated that downstream mutations in the AKT pathway may also contribute to
resistance®<.,

In recent years, new therapies have emerged that target other pathways com-
monly exploited by cancer cells to grow and evade therapy. Cyclin-dependent kinases
(CDKs) are enzymes that regulate critical checkpoints during cell cycle progression.
CDK4 and CDK6 (CDK4/6) inhibitor therapy has demonstrated significant efficacy
in combination with endocrine therapy, in many cases overcoming endocrine therapy
resistance??”. The mechanism of action of CDK inhibitors is similar to that of other
small molecule inhibitor therapies. CDK inhibitors target the APT binding site or
adjacent hydrophobic pocket of CDK, preventing phosphorylation, inactivating the
kinase and preventing cell cycle progression. Somatic mutation screening for loss of
function of the RB1 gene that codes for the retinoblastoma protein is an important
prerequisite in therapy selection to identify treatment resistant patients.

Deficiencies in DNA repair pathways in cancer cells are also exploited as ther-
apeutic targets. Tumour suppressor genes in the homologous recombination repair
pathway that are involved in the repair of double strand breaks (for example BRCA1
and BRCA2) are commonly mutated in breast and ovarian cancers rendering them
sensitive to cytotoxic treatments such as radiotherapy®*!. PARP inhibitors use a
synthetic lethality approach to exploit deficiencies in homologous repair by targeting
the alternative repair pathways used by cancer cells. The small molecule inhibitor
binds to the PARP protein following a single strand break, preventing the recruit-
ment of base excision repair machinery** and resulting in the conversion of DNA
single-strand breaks (SSBs) to DSBs. This results in an increase in the number of
DSBs resulting from radiotherapy and a significant improvement in the therapeu-
tic response. Patients are pre-screened for loss of function somatic mutations in
the homologous repair pathway to ensure they are suitable for PARP combination
therapy.

1.2.5 Immunotherapy and tumour mutation burden

The mobilisation of the body’s own immune system to attack malignant cells is per-
haps the first nonsurgical intervention to demonstrate efficacy in cancer treatment.
At the end of the nineteenth century, building on previous research by German physi-
cians, Fehleisen and Busch?*¥, William Coley successfully treated inoperable cancer
patients by injecting tumours with immunoadjuvants derived from heat-inactivated
bacterial pathogens to elicit a potent antitumour immune response®*. As a result
of his work, Coley is now recognized as the ‘Father of Cancer Immunotherapy ™%,
In recent decades a more comprehensive understanding of the immune system has
provided a mechanistic explanation of Coley work and its relevance to modern day
cancer treatment. The discovery of T cells in particular and their critical role in the
adaptive immune response“* helped to pave the way for modern immunotherapy
regimes in use today. The concept of adoptive cell transfer therapy (ACT), where
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tumour infiltrating lymphocytes (TIL), usually isolated from a tumour biopsy are
cultured in large numbers ez-vivo and reintroduced into the body to combat the ma-
lignancy (a process known as adoptive transfer) began to emerge in the late 1980s for
the treatment of metastatic melanoma®®. Significant improvements were achieved
in 2002 with the addition of neoadjuvant chemotherapy to deplete the patient’s im-
mune system prior to adoptive transfer that achieved persistent clonal repopulation
with antitumour T cells®*” and an objective durable response in over 50% of pa-
tients. In recent years additional adoptive cell strategies have emerged using other
immune cells, such as natural killer cells or genetically re-engineered T lymphocytes
to overcome previous limitations. One approach (TCR-T) modifies T-cell receptors
(TCRs) to recognise tumour specific antigens prior to ex-vivo clonal expansion and
adoptive transfer thereby enhancing T cell specificity. T cell cytotoxicity is normally
mediated by MHC antigen presentation on the cell surface, and this pathway is fre-
quently downregulated in cancer®® preventing treatment response. To overcome
this restriction chimeric antigen receptors or CAR T cells have been engineered that
link the antigen-binding domain and intracellular T cell signalling domain. This
enables CAR T cells to directly identify oncoproteins on the malignant cell surface
and achieve T-cell activation in the absence of MHC signalling restrictions®,

Despite impressive clinical results in particular with CD194 B-cell malignancies
and in the treatment of virus-associated solid tumours, a number of challenges re-
main. ACT has been associated with severe side effects, limited tumour infiltration
and malignant cytotoxicity. Newly acquired somatic mutations may cause modifica-
tion or loss of target antigen expression (antigen escape) and therapy resistance.
Somatic variant identification from transcriptome and whole-exome sequencing con-
tinues to inform research in this area and improve outcomes by identifying expressed
mutations that may be targeted by ACT therapy?*#242243 and in guiding clinical de-
cision making regarding therapy selection and prognosis®*Y  Tumour mutation
burden (TMB) is a numeric estimate of the overall mutational burden in the tumour.
It is considered to be a proxy for neoantigen burden and tumour immunogenicity
and is the subject of ongoing research as a potential biomarker of ACT response. A
recent study of ACT in anti-PD-1 naive and experienced patients with metastatic
melanoma found that higher TMB was associated with TIL ACT response“*” while
a separate study in CD19+ CAR T cell treatment of chronic lymphocytic leukaemia
found TMB was not predictive of clinical outcomes“¥®. Further studies will be impor-

tant to help clarify the potential role of somatic mutations and mutational burden
in ACT.

Another novel class of immunotherapy drugs that have had significant impact on
survival rates across a broad spectrum of cancers are immune checkpoint inhibitors
(ICIs, or checkpoint blockade). The immune response against invading pathogens is
regulated by a series of checkpoints that maintain immune homeostasis and prevent
autoimmunity. As the response progresses, cytokines expression triggers the upreg-
ulation of surface protein CTLA4 in activated T cells which gradually rolls back
the immune response by binding to CD80 and CD86 on antigen presenting cells,
outcompeting CD28 and limiting T cell effector response®’. Another checkpoint
mediated by T cell PD1/PD2 surface proteins helps to maintain peripheral toler-
ance by triggering anergy or deletion of self-reactive T cells. The activating ligand,
PD-L1/2 is usually expressed by tolerogenic antigen presenting cells and is found
in a variety of normal tissues (including the heart, lung, placenta and thymus)4.
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However both of these pathways are subject to dysregulation and manipulation in
cancer. The upregulation of CTLA4 has been observed in tumours®* while the PD-
L1 pathway may be hijacked by the malignancy resulting in ligand overexpression
and suppression of the immune response.

Pivotal research in the 1990s by James P. Allison and his team®"2>! that un-
covered the mechanism of action of CTLA4 and its potential as a candidate for
therapeutic blockade would eventually result in FDA approval of the groundbreak-
ing checkpoint inhibitor ipilimumab, a monoclonal antibody CTLA4 antagonist for
the treatment of stage IV melanoma®*. In parallel, research by Tasuku Honjo and
his team identified PD-1%>9 paving the way for antibody-mediated PD-1 and PD-L1
inhibitor therapies that have emerged in recent years®**. Both of these therapies
have resulted in a significant improvement in outcomes for many cancer patients and
have helped elevate immunotherapy to the forefront of cancer research. Despite im-
pressive response rates for some cancers (estimated at 50% for melanoma, including
20% complete responses®*); a significant number of patients will regress or show no
response and some will experience significant side effects. In this regard biomarkers
play an important role in ICI therapy screening, including the identification of so-
matic mutations in key driver genes that confer treatment resistance (for example,
loss-of-function mutation of PTEN? or activation of PISK-AKT"*7). Perhaps the
most widely recognized biomarker for ICI efficacy is TMB, as evidenced by the FDA-
approved ICI companion diagnostic FoundationOne CDx**®, TMB is an imperfect
predictor of tumour immunogenicity and ICI efficacy. Current bioinformatic meth-
ods do not account for a mutation’s neoantigen potential when estimating TMB.
There is also a lack of consensus on requirements regarding sequencing target size,
depth of coverage, bioinformatic pipelines and tumour purity of the test sample>,
In this regard, TMB and other ICI biomarkers are likely to continue to be the focus
of significant research effort given their importance to ICI patient outcomes.

A number of other promising immunotherapeutic strategies are emerging for the
treatment of malignant disease. The Bacillus Calmette-Guérin (tuberculosis) vac-
cine has been standard of care for patients with bladder cancer since the 1970s20%204
however subsequent progress in the field has been limited by the absence of suit-
able vaccine targets and delivery mechanisms. In recent years, the routine and
widespread application of genomic sequencing technology enabling the identifica-
tion of personalised tumour neoantigens, and significant advances in adoptive cell
transfer technologies and nucleic acid-based vaccine platforms®? have opened up
new possibilities for the development of personalised and general therapeutic can-
cer vaccines. A number of different approaches are currently undergoing clinical
trials including the adoptive cell transfer of dendritic cells primed with target tu-
mour associated antigens that function as a vaccine carrier and a number of mRNA
based cancer vaccines across a diverse range of cancer types?®®. The field continues
to evolve and improved bioinformatic methods of identifying personalised tumour
associated antigens capable of eliciting a potent anticancer immune response are
the subject of ongoing research“®®. As in other areas of immunotherapy, accurate
and reliable identification of somatic mutations continues to play a key role in this
regard.
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1.2.6 Epigenetic inhibitor therapy

The growing use of therapeutic agents such as DNA methylation or histone deacety-
lation inhibitors, often in conjunction with immunotherapy are showing promising
results in cancer treatment. Epigenetic mechanisms such as methylation and acety-
lation play an important role in regulating transcription by controlling the structural
properties of chromatin. Methylation involves the addition of one or more methyl
groups to a histone protein or directly onto the DNA molecule to package (or con-
dense) the surrounding DNA into nucleosomes preventing transcription. Conversely
histone acetylation (the addition of an acetyl group to a histone lysine residue) leads
to relaxation of chromatin, ‘unwinding’ the DNA and enabling transcription“®,
DNA methylation generally occurs throughout CpG genomic regions, punctuated
by unmethylated sections known as CPG Island that usually extend for 300-3000
base pairs and often contain gene promoters?®®. Aberrant or ‘hyper’ methylation
within CPG Islands, can lead to the silencing of tumour suppressor genes while hy-
pomethylation of oncogenes or aberrant acetylation®” is also an important factor
in many malignancies.

Clinical studies involving drugs that target aberrant DNA methylation in cancer
began in the late 1960s and early 1970s°®, however the role played by DNA methyla-
tion inhibition in these treatments did not become clear until 1980%%. Azacytidine,
an analog of cytidine that prevents methylation when incorporated into DNA was
the first DNA methyltransferase inhibitor (DNMTi) to be used in cancer for the
treatment of myelodysplastic syndromes and acute myeloid leukaemia. Additional
DNMTji’s including second generation drugs with improved metabolic and chemical
stability have also been developed in recent years*®. In addition to the reactiva-
tion of tumour suppressor genes azacytidine has also demonstrated the ability to
sensitise tumour cells to T cell-mediated cytotoxicity possibly by the upregulation
of neo-antigens that trigger an immune response*™272, Histone acetyltransferases
(HATSs) and deacetylases (HDACSs) are other promising epigenetic targets for can-
cer therapy. HATs and HDACs regulate gene expression by adding or removing an
acetyl group on a histone lysine residue and dysregulation of this process can lead
to aberrant gene expression in certain malignancies. Research into HDAC inhibitors
(HDACI) in cancer therapy dates back to the 1970s when n-butyrate, a potent in-
hibitor of mammalian histone deacetylase was used to reversibly transform HeLa
and Friend erythroleukaemia cancer cell lines into morphologically normal cells*.
A number of HDACi cancer treatments have been approved in the last decade in-
cluding combinatorial approaches with radio, chemo and immunotherapy<™.

There are however a number of issues that limit the clinical application of non-
selective DNMT and HDAC inhibitors. These medications affect all regions of the
genome in both tumour and normal cells and are associated with toxicity and, with
HDAC inhibitors in particular, serious side effects that require treatment termina-
tion“™. In addition there are associated pharmacokinetic challenges. Additional
research is required to expand the limited number of biomarkers available to predict
a clinical response to these treatments as it may be difficult to weigh expected clinical
benefit against potential toxicity. Mutations in DNMTS3A which codes for the DNA
methyltransferase 3 alpha, an enzyme responsible for de novo methylation patterns
in embryogenesis and germ cell development and TET2, a critical regulator of DNA
methylation, have been associated with improved response to DNMT inhibitors and
progression free survival in myelodysplasia and related neoplasms“®. Similarly mu-
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tations in IDH1 and IDH2 (isocitrate dehydrogenase isozymes) resulting in the pro-
duction of mutant protein 2-hydroxyglutarate (2HG) that inhibits histone and DNA
demethylases leading to hypemethylation and tumourigenesis“™ are linked with im-
proved DNMTi response in patients with acute myeloid leukaemia®®™. In relation to
HDAC inhibition, a truncating mutation of HDAC2 has been identified that con-
fers HDACi treatment resistance in colorectal cancer cell lines®™ while HDACi have
also been used to suppress tumour growth and promote apoptosis in ARIDIA mu-
tated ovarian and urothelial cancers®"2l Further research is required to identify
other predictive biomarkers of epigenetic inhibitor therapies. In addition, a selec-
tive, small molecule inhibitor treatment that directly targets oncoproteins causing
hypermethylation is now available. AG-221 or enasidenib selectively inhibits the
mutated IDH2 enzyme, preventing accumulation of the oncometabolite 2HG and
restoring demethylases activity*®4. In parallel, research into selective, isoform spe-
cific HDAC2 inhibitors is also yielding promising results“*® It is hoped that advances
such as these will produce more effective inhibition of epigenetic dysregulation in
cancer treatments with substantially reduced side effects. Accurate identification of
treatment relevant somatic mutations will likely play an increasingly important role
in stratifying patient care in this area.

1.2.7 Cytotoxic therapies
1.2.7.1 Chemotherapy

Cytotoxic therapy is a treatment that kills cancer cells directly (as opposed to tar-
geted therapies that inhibit oncogenic proteins required for cancer cell replication or
elicit an anti-cancer immune response). In cytotoxic chemotherapy (usually abbrevi-
ated to just ‘chemotherapy’) this is achieved by a chemical agent that damages DNA
causing cell death or apoptosis. The cytotoxic properties of some chemicals have
long been recognized after the exposure of soldiers to mustard gas and alkylating
agents during both world wars. Subsequent research into the effects of these agents
on high turnover cell types noted their therapeutic potential to suppress the divi-
sion of cancer cells®®*, This work culminated with the groundbreaking NCI MOPP
(nitrogen mustard, oncovin, procarbazine, prednisone) program in the late 1960s
for patients with previously untreatable Hodgkin’s disease®®. The program, which
completed its 50th year follow-up in 2013, resulted in an 80% complete remission
rate of patients with advanced stage disease“S?.

The primary mechanism of DNA damage used by MOPP is provided by the two
alkylating agents, nitrogen mustard and procarbazine. An alkylating (or crosslink-
ing) agent covalently bonds adjacent bases (usually guanine) on opposite DNA
strands tightly together through a linker molecule, preventing DNA replication and
transcription®®”. The repair process process is complicated by the fact that the lesion
affects both strands and may include nucleotide / basic decision repair, mismatch
repair and homologous recombination repair pathways. Due to specific vulnera-
bilities within the cell cycle and DNA repair deficiencies often present in cancer
cells, the greatest effect of chemotherapy is seen in frequently dividing cancer cell
populations. Although still used in chemotherapy regimes, alkylating agents such
as nitrogen mustard and procarbazine have been augmented by second and third
generation treatments that can be used to target different cancer types and reduce
toxicity“®®, New therapies with novel mechanisms of action such as gemcitabine
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(anticancer analog of deoxycytidine) have also been added. The incorporation of
gemcitabine triphosphate on the end of the elongating DNA strand halts DNA
polymerases inhibiting synthesis.

The effects of chemotherapy are systemic. As with radiotherapy the concept of
therapeutic ratio applies where a chemotherapy regimen is selected to ensure toxicity
is outweighed by the benefits of tumour control. A patient’s response to chemother-
apy and the toxicity they experience varies between individuals and across tumour
types and stages of progression. The decision to administer chemotherapy, and the
selection of a specific treatment protocol are not always clearcut. In this context,
research has looked to molecular profiling to better inform clinical decision making
regarding the use of chemotherapy. Somatic variants associated with chemotherapy
sensitivity have been identified within DNA damage repair pathways, in particular
in homologous recombination repair (HRR) and NER. HRR provides high-fidelity,
template-dependent repair of double strand breaks during the S phase or G2 phase
of cell cycle and is an important repair mechanism in frequently dividing cell pop-
ulations, such as cancer cells. Tumour defects in HRR, such as those caused by
somatic mutations leading to loss of function of the BRCA2 BRC?* domain make
the cancer cells particularly sensitive to damage caused by chemotherapy agents and
may predict improved overall survival associated with this treatment®". Somatic
mutations in FRCC?2, a gene associated with NER have also been linked to im-
proved response®’!. Perhaps the most significant development in this area to date
is the ongoing TRACC (Tracking mutations in cell free DNA to predict Relapse
in eArly Colorectal Cancer), a large scale, randomised control trial (scheduled for
completion in 2026)%*4. Post-operative colorectal cancer patients are routinely of-
fered adjuvant chemotherapy as it is unknown if the malignancy has been cured by
surgery. Advances in the detection of somatic variants from circulating tumour DNA
(ctDNA) allow screening for biomarkers of minimal residual disease to determine if
chemotherapy is required. Many patients experience significant adverse effects (or
toxicity) from chemotherapy®*. There is also a risk of secondary cancers related to
the treatment®*, The success of the study would positively impact the quality of
life of many patients and provide significant cost savings to the public health service.

1.2.7.2 Radioherapy

Radiation plays a key role in cancer management. It is estimated that half of all
cancers including 40% of those cured of the disease receive radiotherapy during the
course of their treatment*”®. Modern clinical radiation treatment began to emerge
in the 1970s when Douglas and Fowler proposed a mechanistic approach to model
the cytotoxic effects of radiation on tumour and normal tissue??®. Radiotherapy is
the use of ionising radiation to cause DNA damage and cell death in cancer cells. It
usually takes the form of an X-rays beam from a linear accelerator directed into the
body at the tumour. As the radiation traverses both tumour and healthy tissue it
liberates electrons that damage and sever DNA molecules, halting cell division and
causing cell death®”. Similar to chemotherapy, the concept of a therapeutic ratio
applies where the treatment is viable only if risk due to radiotoxicity (damage to
normal tissue) is outweighed by the benefits of tumour control. In order to max-
imise the therapeutic ratio the total dose of radiation is broken up into a number
of smaller doses or fractions with the angle of delivery rotated after each fraction,
sparing normal tissue while still intersecting the tumour to inflict maximum damage.
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Modern 3D computer imaging and conformal radiation therapy shape the beams to
match the exact contour of the tumour from a given angle of delivery. The time
between fractions is calculated to allow normal tissue to recover while maximising
the number of tumour cells that are in the M phase of the cell cycle (the most ra-
diosensitive phase) when the next fraction is delivered, thereby ensuring the greatest
possible tumour cell kill%*7.

Despite significant advances over the last 50 years, predicting patient specific
radiobiological response in both tumour and normal tissue remains a significant
challenge. Clinical best practice is based primarily on tumour site and histology“*
however the oncologist and radiotherapist will also exercise clinical judgement when
planning each specific treatment schedule. Molecular determinants of tumour ra-
diosensitivity may also indicate potential radiotoxicity if the variant is also present
in the patient’s gemline. Somatic mutations impacting DSB repair in ATM and
members of the MRN complex have been identified as predictive of excellent radio-
therapeutic response??3%  These variants, when present in the germline, are also
associated with DNA repair disorders such as Ataxia-telangiectasia and Nijmegen
Breakage Syndrome and indicate an increased chance of toxicity in response to radio-
therapy®". On the other hand, loss of function somatic mutations in NRF2, KEAP1,
KRAS and P53 have been reported to confer resistance to radiotherapy="##%. Gene
expression data has also been used in the prediction of tumour radiosensitivity. Scott
et al. demonstrated a microarray based, gene expression classifier (the radiation-
sensitivity index, RSI) to derive the personalised genomic-adjusted radiation dose
for an individual patient tumour=*#303 RST has also been applied to RNA-seq data,
including adjacent normal tissue to assess if the revised biological effective dose
would increase normal tissue toxicity and adverse events®’’. Recent advancements
in the detection of ctDNA from plasma samples have opened new opportunities for
personalised radiotherapy. Liquid biopsy can potentially monitor patient response
to radiotherapy in real time allowing the radiation dose to be adapted according
to prognosis. The occurrence of treatment resistant biomarkers may be monitored
and acted on without delay. Indicators of tumour radiosensitivity may be accounted
for during treatment planning or by the selection of other complementary therapies
(for example PARP or ICI) to exploit specific tumour radiological vulnerabilities.
However more research, including large-scale randomised trials, are necessary before
these biomarkers are integrated into routine clinical practice.

1.2.8 Therapy resistance

Resistance to therapy is by far the most common cause of death among patients
receiving cancer treatment“’?. Some patients experience primary (or intrinsic) re-
sistance, and do not respond to the initial therapy. Among patients who improve,
acquired resistance, causing disease progression following initial positive response to
therapy, is a significant issue. Cancer treatments place strong evolutionary selection
pressures on surviving cells and often lead to the development of a subpopulation
displaying a therapy resistant phenotype. As therapy progresses, the resistant phe-
notype ultimately dominates the tumour population and therapy fails. Advances
in tumour sequencing have increased our understanding of the diverse molecular
mechanisms governing resistance to targeted therapies and in some cases helped to
develop strategies to overcome them. Mechanisms of cancer resistance to targeted
therapy are further classified as on-target or off-target resistance. On-target resis-
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tance occurs when the primary molecular drug target (ie, the targeted oncoprotein)
sustains a somatic mutation that prevents therapeutic response, while off-target
resistance develops by the activation of parallel signalling pathways or malignant
pathway reactivation due to a somatic mutation downstream of the drug target. A
detailed understanding of these factors is critical in restoring therapeutic response.

Research over the last two decades into acquired resistance to targeted therapies
has observed that mechanisms of resistance often converge to reactivate the origi-
nal pathway targeted by the drug, usually by a secondary mutation(s) at the drug
target or downstream within the same pathway=0880%3L0SL - Op_target resistance
is typically caused by an acquired secondary mutation(s) in the target oncoprotein
that triggers a loss of therapeutic response, for example, by reducing the relative
binding affinity of a drug to its ‘gatekeeper’ residue and restoring mutant kinase
activity®1281381d  Systematic molecular profiling of patient tumours is therefore
crucial to detect the onset of therapy resistance and to adapt treatment strategy
accordingly. A ‘gatekeeper’ mutation giving rise to amino acid change T790M is
common in mutant EGFR non-small cell lung cancer and confers resistance to first
and second generation TKI therapy®“. However if T790M is detected, progres-
sion can potentially be arrested by changing therapy to third generation osimertinib
which specifically binds to mutated forms of EGFR proteins, including T790M=. In
prostate cancer therapy involving the anti-androgen medication bicalutamide, non
detection of certain ‘gatekeeper’ somatic mutations may have serious implications.
The somatic mutation W741C in the ligand-binding domain of the androgen receptor
turns the nonsteroidal androgen antagonist drug bicalutamide, into an androgen re-
ceptor agonist which drives the cancer and accelerates disease progression®®. Other
mechanisms of on-target resistance identified in both anti-androgen®” and protein

kinase inhibitor therapy®® include increased expression of the targeted oncoprotein.

As the disease progresses, the causes of therapy resistance become more com-
plex®¥ and may involve a range of mechanisms beyond individual mutations within
the region targeted by a specific drug. Off-target resistance may be acquired through
dysregulation of an alternative (or ‘bypass’) signalling pathway that is not affected
by the original targeted therapy, allowing tumour growth to continue. Bypass mech-
anisms of resistance typically involve off-target somatic mutations, gene fusions or
amplification in other pathways associated with cancer. In non small cell lung cancer
therapy resistance may arise in response to amplification and overexpression of the
MET growth receptor®? leading to ligand independent dimerization, activation of
the PI3K, STAT, mTOR pathway and disease progression®“Y. Acquired mutations
or amplification of other genes such as HER2, KRAS, BRAF, PIK3CA and cyclin-
dependent kinases have also been implicated in TKI resistance®”. Re-initiation of
oncogenic signalling in the drug targeted pathway (EGFR) due to downstream re-
activating somatic mutations in BRAF®%2 or PIK3CA®23 has also been observed.
Histologic transformation to the more aggressive form of small cell lung cancer, pos-
sibly mediated by epigenetic gene suppression®** also leads to loss of therapeutic
response. The efflux (ABC) transporter may also play an important role in multi
drug resistance to some cancer therapies. The ABC transporter is responsible for
pumping a broad range of compounds including anticancer drugs out of cells and is
overexpressed particularly in cytotoxic chemotherapy resistance tumours®**#2%, Re-
search into use of ABC transporter inhibition to sensitise tumours during chemother-
apy is ongoing®4’. Other factors associated with cytotoxic treatment failure include
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tumour induced hypoxia which plays a significant role in resistance to radiother-
apy. Radiation induced DNA damage may be rendered permanent by reaction with
molecular oxygen®%®, Hypoxic cells within oxygen deprived regions of the tumour
mass are significantly more resistant to radiation damage and quickly repopulate
the tumour after therapy=+”.

Understanding the role of intratumour heterogeneity (ITH) in acquired resistance
and its clinical implications remain a significant challenge in cancer research. I'TH,
the tumour microenvironment and cancer therapy provide the diversity and selec-
tion pressures necessary for a drug resistance population to evolve [REF]. Tumour
heterogeneity has been associated with poor prognosis and outcome in cancer treat-
ment330838332 however a lack of consensus on quantifying ITH has prevented the
translation of these methods into clinical practice®*#33#330  Genomic intratumour
heterogeneity may be characterised from somatic variant caller output. The cancer
cell fraction associated with each variant is calculated from VAF, copy number and
tumour purity estimates and cluster analysis is used to determine the number of
tumour cell populations (or subclones) contained within the biopsy. In addition,
morphological®® and epigenetic features®**337 and their interplay with the tumour
microenvironment have also been used to characterise I'TH. Different methods of
sample collection (for example surgical resection or needle biopsy) may also influ-
ence results and it is uncertain how accurately one needle biopsy of a single lesion
would represent overall tumour heterogeneity“*®. Quantification techniques involv-
ing liquid biopsy or imaging may record a more representative estimate of ITH?=3%340,
Perhaps a consensus-based approach to quantification that captures the diverse fea-
ture classes involved will enable the future use of ITH as a prognostic indicator in
clinical practice.

1.2.9 Implications beyond cancer

The primary focus of scientific research into somatic mutations has been in rela-
tion to human carcinogenesis. This is perhaps unsurprising given its significant
and widespread impact on public health. The increasing application of genomic se-
quencing and somatic variant detection outside of cancer research however is raising
awareness that cancer is not the only illness caused by somatic mutations. Somatic
mutations that occur during cell proliferation and embryogenesis may give rise to
two or more cell lineages with different genotypes; a process known as somatic mo-
saicism®#H. Occasionally these mutations may also cause phenotypic differences. In
most cases there is little or no impact for the individual concerned. However, in rare
instances somatic mosaicism may cause a range of physical, intellectual and neuro-
logical disorders. Somatic mosaicism can prove difficult to confirm as the mutation
concerned only occurs in the affected tissue and may not be identifiable from a blood
sample. This is particularly true of mosaicism within the brain, where obtaining a
tissue sample for analysis may be rare or impossible. Despite these challenges how-
ever, a significant amount of research sequencing data has been collected over the
last number of decades. A recent study of brain tissue from 105 neurosurgically
treated patients with drug resistant temporal lobe epilepsy collected over a 30 year
period showed gain of function somatic mutations in RAS, RAF and MAPK sig-
nalling pathways in tissue from the affected region®*? indicating a possible causal
role in the disease also identifying potential therapeutic targets. Promising research
into the detection of mosaic somatic mutations from cerebrospinal fluid derived
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cell-free DNA and its application to research and diagnosis of non-malignant brain
diseases®?¥ may provide a much sought after alternative to somatic variant detection
from brain autopsy or biopsy.

The developmental timing of mosaic somatic mutations is of critical importance.
Generally speaking the earlier in embryogenesis the pathogenic variant arises, the
greater the extent of mosaicism and the more significant the impact to the individ-
uals health. Alzheimer’s disease shows increased prevalence in the elderly and the
accumulation of somatic mutational burden in the ageing brain (a concept known
as genosenium) is suspected to play a role®**. However sporadic, early-onset disease
has also been attributed to a brain related somatic mosaic in the PSEN1 gene®%°.,
The range of potentially harmful mosaic somatic mutations is more diverse than
pathogenic variants found in the germline as mutations which would otherwise be
lethal in utero may persist as mosaic. This gives rise to a number of disorders that
only occur in mosaic form=##45348 (hroteus, Sturge-Weber, or McCune—Albright].
In recent years the application of genomic sequencing technology to affected tis-
sue has uncovered the mutations causing these diseases and continues to inform
new treatment strategies. Overgrowth disorders such as Proteus syndrome and
PIK3CA-Related Overgrowth Spectrum (PROS) have now been linked with somatic
mosaicism relating to genes involved in the PI3K/AKT/mTOR pathway“* leading
to the repurposing of miransertib, a small molecule protein kinase inhibitor initially
developed for cancer therapy to suppress the AKT pathway. A number of trials are
underway and initial results are encouraging®*%21:352  Similarly the immunosup-
pressant sirolimus which also targets the mTOR pathway is now being evaluated
in the treatment of Sturge-Weber Syndrome“*¥ (a sporadic vascular malformation
syndrome caused by a somatic mutation in the GNAQ gene™>*).

The role of somatic mutations in non-malignant disease is not only confined to
mosaicism. Outside of cancer perhaps the most well-known illness driven by somatic
mutation is Huntington’s disease®®, an incurable, heritable neurodegenerative dis-
order. Although generally described as an autosomal dominant disease, onset of
symptoms is caused by somatic mutations that accumulate during DNA replication.
The Huntington gene usually contains a section of 26 or fewer cytosine-adenine-
guanine (CAG) trinucleotide repeats. However, individuals who inherit one copy
of a pathogenic allele (with approximately >40 trinucleotide repeats) will develop
symptoms of Huntington’s over the course of a natural lifespan. In individuals which
exceed this critical repeat number, during each round of replication, the section of
CAG repeats starts to form a stable hairpin structure during replication, resulting
in polymerase slippage and progressive increase in the total number of the triplets
due to somatic mutation, ultimately leading to mutant protein formation and dis-
ease onset. A recent GWAS Study of 4,082 affected individuals has identified six
genes involved in DNA maintenance and other genetic modifier loci, apart from the
uninterrupted CAG repeat length of the affected individual, that influence age of
onset®®, Further research in this field is ongoing with the ultimate aim of creating
a therapy to delay or prevent onset.

Somatic mutations in frequently dividing cell populations are often of particular
research interest. Mutations acquired by individual progenitors may give rise to
non-malignant clonal expansion within a number of human tissues such as skin“>",
oesophagus®®® liver®® and colorectal epithelial tissue®"V often with strong positive
selection of clones carrying mutations in genes normally associated with cancer. In
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particular, clonal hematopoiesis, where the progeny of a small number of hematopoi-
etic stem and progenitor cells are significantly overrepresented in the circulatory sys-
tem is the subject of ongoing research. These hematopoietic clones may also contain
somatic mutations in a number of recognized cancer driver genes®*! and the condition
is frequently presented as a precursor state for haematological neoplasms®%?. How-
ever, recent evidence confirms that, although it does represent a significant increase
in risk, the vast majority of individuals with clonal hematopoiesis will not progress
to develop hematopoietic malignancies®*#3% Ag such, the condition is often referred
to as Clonal Hematopoiesis of Indeterminate Potential (CHIP). New research which
has re-examined drivers associated with CHIP and their prevalence has given us a
broader understanding of the overall clinical implications concerned. Cardiovascu-
lar diseases (CVDs) are the leading cause of death globally and place a significant
economic burden on health care®®?. Clonal hematopoiesis has recently emerged as a
major independent risk factor in CVD with a number of studies demonstrating a link
between clonal hematopoiesis, in particular, involving somatic mutations in PPM1D
and TET2 (which may indirectly mediate a number of inflammatory responses) and
increased risk of stroke and other cardiovascular events300367368  The research also
identifies potential preventative measures involving cholesterol-lowering medications
or targeting of specific inflammatory pathways and underlines the broader impor-
tance of accurate and reliable identification of somatic mutations in healthcare and
scientific research.

1.3 Detecting somatic mutations

1.3.1 A brief history of DNA and sequencing

Although first isolated by Friedrich Miescher in 1869 little was known about the
function of DNA until 1944 when Avery, MacLeod and McCarthy’s research®® into
bacterial transformation determined that DNA encoded the genetic information gov-
erning ‘the biochemical activities and specific characteristics of cells’. Less than a
decade later (1953), building on the X-ray crystallography research of Franklin and
Gosling®™, Watson and Crick, proposed their double-helix model of DNA®™, This
work formed the basis of subsequent research into mechanisms of DNA replica-
tion*™ that over the course of the following decade culminated in the identification
of mRNABMSM its role in protein synthesis and regulation in bacteria®™ and the in-
terpretation of genetic information stored in DNA as a degenerate, non overlapping
triplet code involved in the production of protein®®. By 1966 Nirenberg and his
team™™ had deciphered the remaining RNA codons encoding all 20 amino acids. In
spite of these advances however, the absence of a practical method for determining
the order of nucleotides in DNA was still proving a significant barrier to progress.
In 1977 however, Frederick Sanger achieved a significant breakthrough that would
help shape the potential of DNA research for decades to come. Using a low concen-
tration of radiolabelled chain terminating (dideoxy) nucleotides in separate in-vitro
DNA replication assays with each of the four bases, Sanger stopped synthesis in a
small percentage of strands at each base. The truncated strands were then frac-
tionated according to size via gel electrophoresis revealing order of the bases in the
DNA molecule. The sequence was read directly off an X-ray film containing a mark
left by the radiolabeled chain terminator at the end of each molecule. Sanger used
this method to confirm the DNA sequence for the genome of bacteriophage ®X174
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and published his results in 197737, Together with some refinements Sanger’s chain
termination method of DNA sequencing became the mainstay of genomic research
culminating with the initial sequence of the human genome in 2001%™. In 1983
Mullins and Smith developed the thermal cycling DNA amplification method Poly-
merase Chain Reaction (PCR)#*. By 1986 further improvements to this method
(in particular the use of temperature-resistant taq polymerase®*!) began to open up
new possibilities in DNA sequencing and analysis. The technique was expanded by
Higuchi 1992 who introduced fluorescent dyes in the reaction that allowed them to
estimate the number of DNA molecules of the amplified sequence that were initially
present in the sample®®2. Their work continues to play a significant role in molecular
diagnostics and quantification.

Advances in technology such as the development of PCR helped lay the foun-
dations for the NGS techniques that began to emerge over the course of the next
decade®®3#354385  NGS methods typically involve a library preparation stage, where
the DNA is fragmented into a large number of smaller sections (inserts) each la-
belled with a short synthetic DNA adaptor (oligo) annealed to the 5’ and 3’ ends
and denatured to form a template. The adaptor contains an identifiable sequence
(or barcode) indicating the source and orientation of the original DNA strand. This
technique enables large quantities of DNA templates from different sources to be
amplified (via PCR), multiplexed together and sequenced simultaneously to reduce
cost. Although the exact method of sequencing the order of bases varies, most
NGS technologies employ a sequencing by synthesis approach where each base in
the DNA fragment is read as the complementary strand is synthesised. The base
type is deduced from light emitted by a fluorescently labelled nucleotide analogue
(illumina), or a secondary reaction between an additional ATP sulfurylase (ATPS)
enzyme and the pyrophosphate molecule released as a byproduct of the reaction
that adds the base to the new strand (454). Cluster amplification of the template
(using either bridge PCR or emulsion PCR) is required prior to sequencing to ensure
that the intensity of the light generated can be detected by the sequencer’s optical
systems. Each template cluster is located at unique spots (illumina) or wells (454)
on an NGS sequencer flow cell. As each new base is incorporated, DNA synthesis
is paused using reversible dye-terminators (illumina) or by the stepwise addition of
each nucleotide type (454) to allow the sequencer optics to record the base order of
each cluster.

In the past decade third and fourth generation sequencing Technologies have
begun to emerge. Single molecule sequencing systems such as PacBio SMRT and
Oxford Nanopore are sensitive enough to detect individual nucleotides in a DNA
strand without the requirement of cluster amplification, providing continuous read
lengths an order of magnitude greater than previously possible. This feature has
been crucial to the de novo assembly of difficult to map regions of the genome. To-
gether with NGS these technologies are often collectively referred to as high through-
put sequencing (HTS) systems. HTS has had a profound impact on the study of
genomics and its clinical application. The dramatic reduction in sequencing costs
coupled with greater sensitivity in somatic variant detection has brought about the
routine use of HTS in clinical oncology“®". Large scale cancer genomic sequencing
programs like the Cancer genome Atlas continue to contribute to the development
of targeted therapies and diagnostics across a broad range of cancer types.
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1.3.2 Somatic variant calling from high-throughput sequencing data

The detection of somatic mutations by high-throughput sequencing has become a
critical tool in scientific research and its use in clinical molecular pathology continues
to increase. Unlike targeted variant detection methods that confirm the presence or
absence of a specific pathogenic variant, somatic variant calling can simultaneously
interrogate thousands of potentially harmful variants across all genomic regions of
interest and continues to play a key role in scientific research, the evolution of new
treatment strategies, drug development and increasingly, by informing clinical de-
cision making in daily practice. In the past decade new techniques for isolating
circulating normal and tumour DNA from blood plasma have been developed®®
using a procedure known as liquid biopsy and analysis methods that apply WEX
somatic variant calling to the DNA recovered are starting to emerge®*”. However
these assays require specific methods of DNA extraction®®®, may be complicated by
low levels of tumour DNA and may require specialised bioinformatics analysis®®”.
The majority of approaches to somatic variant calling however consists of five basic
steps: sample collection and storage, DNA extraction, library preparation, sequenc-
ing and somatic variant calling.

The first stage in any variant calling assay involves the removal of a small amount
of tumour tissue usually by means of a needle or surgical biopsy. A blood sample
is used in the case of myeloproliferative neoplasm. Typically a control sample of
normal tissue (skin) or more commonly, a blood sample from the same patient is
also required, although this will depend on the choice of downstream bioinformatic
processing. After the sample has been collected it is generally stored as formalin-
fixed paraffin embedded (FFPE) or fresh frozen (FF) prior to sequencing. FFPE
is the most cost effective and commonly available sample preparation method for
clinical testing®? that preserves morphology and enables samples to be stored at
room temperature almost indefinitely. Samples are first fixed with a formaldehyde
solution to stop cell metabolism, and then paraffin is used to seal the tissue and
reduce the rate of oxidation®!. Unfortunately FFPE may also create significant
DNA damage that usually manifests as a high burden of low frequency artefacts
in sequencer output'®®. If the resolution of low frequency somatic variants is a
priority then fresh frozen (FF) sample storage is generally the preferred option. FF
storage requires that the sample is frozen in liquid nitrogen 30-60 minutes after
surgery®?# and kept frozen thereafter as once it starts to thaw the DNA or RNA
starts to degrade®. Although FF does not preserve morphology, DNA/RNA is
preserved better than FFPE and is less susceptible to artefacts introduced during
pre-analytical processing (the sample storage and DNA library preparation stages).
However the overheads involved in storing a frozen sample are obviously much more
significant in comparison.

A biological sample removed from storage for sequencing is first treated with
reagents to dissolve the cell membrane and release nucleic acids. Organic solvents
degrade other cellular proteins and debris which are then removed by centrifugation.
RNase (ribonuclease) treatment is performed as required for the removal of unwanted
RNA after which the DNA is precipitated and purified®®*. A similar process is fol-
lowed if extracting RNA analyte after which it is converted to cDNA using a reverse
transcriptase enzyme for downstream analysis. Short read sequencing technologies
(typically Illumina) can not effectively form clusters with long DNA molecules (typ-
ically >1 kb)"%?, This necessitates the creation of a DNA library prior to sequencing
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by breaking the DNA up into a series of smaller fragments typically between 200 and
500 bp in length. Fragmentation is performed via acoustic shearing or enzymatic
reaction and is followed by DNA end repair and the ligation of adaptor sequences
to fragment ends for identification during DNA multiplexing and flow cell binding
etc. If required, target enrichment is performed by in-solution hybridization and
removal of the desired genomic DNA using magnetic probes containing sequences
that hybridise within target regions. Alternatively amplicon based techniques that
use primers to amplify specific regions of interest prior to fragmentation and adaptor
ligation may also be used. In preparation for downstream sequencing the library
contents may be PCR amplified if required, size select is performed (where frag-
ments outside the required length range are removed) and the final percentage DNA
content validated=?.

For short read technology (such as illumina), sequencing is performed by dena-
turing the DNA library and loading it onto a flow cell where adapter sequences on
either end of the templates hybridise to oligonucleotides on the cell surface forming
a bridge structure. Next, a polymerase synthesises the reverse strand after which
both strands release from one end and straighten resulting in the creation of a for-
ward and reverse clone. The process (termed ‘bridge amplification” by illumina) is
repeated resulting in a cluster of forward and reverse strand clones of the original
templates grouped beside each other on the flow cell surface. Once bridge ampli-
fication is complete and the clusters are formed, all reverse strands are washed off
the flow cell, leaving clusters of forward strands only. The reverse strands are then
re-synthesised (up to at least one read length which is typically about 50 to 150bp)
by stepwise elongation of the template primer using fluorescently labelled reversible
terminators®”?. The fluorescence signal from each cluster is recorded by high res-
olution sequencer optics and converted to DNA base calls by onboard analysis. If
paired-end sequencing is required, after reading the forward DNA template strands,
the reads are washed away, and the process repeats for the reverse strand, generating
a second ‘paired’ read from the opposite end of the original template.

Sequence data recorded during HTS serves as input to bioinformatics analysis
pipelines that attempt to recover somatic variants of interest. DNA read data stored
as unaligned nucleotide sequences, usually in binary base call (BCL) format by the
sequencer is converted to FAST(Q for data pre-processing. After passing an initial
quality control check (FASTQC®) the raw FASTQ files are used as input to the
alignment stage. During alignment the short read sequences in the FASTQ files
are aligned against a reference genome using BWA-MEM“* or any of a number of
sequence alignment tools to create a Sequence Alignment Map*™ (SAM), usually
stored in compressed binary (BAM) format. SAM records containing read dupli-
cates, as a result of PCR amplification events or optical duplications (where a single
cluster has falsely been called as two separate clusters by the base caller software)
that occurred during the sequencing process are marked (using GATK*™ or SAM-
TOOLS*™) to exclude them from downstream variant calling analysis. Depending
on the type of somatic variant caller used, an additional alignment step (for ex-
ample using GATK*Y) may be employed at this stage which locally realigns reads
detected near indels to reduce alignment artefacts (this is not usually required for
haplotype based caller algorithms). In the final preprocessing step base quality score
recalibration®® (BQSR) may be applied to empirically adjust quality scores in the
sequence alignment file. This removes the effect of sequence dependent base call and
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systematic technical errors (associated with lane, tile and machine cycle etc) from
base quality estimates in the alignment. The data is now suitable for use as input
to somatic variant calling.

A somatic variant caller is a bioinformatics software application that examines
the aligned contents of covering reads (ie., the pile-up) at each locus in a sequence
alignment file(s) to check for evidence of putative somatic mutations. Somatic vari-
ant callers are generally classified as position-based or haplotype-based. Position-
based callers (or ‘pile-up’ callers) only check for evidence of a somatic variant at
the target locus under consideration, while haplotype-based callers use adjacent
variation to phase the sequencing data (split reads into groups supporting different
haplotypes) thereby improving the accuracy of the call. For example Mutect24% the
GATK haplotype-based caller applies a two pass method to variant calling. The first
pass applies a position-based approach to identify regions of interest while the sec-
ond proceeds with local reassembly and realignment of reads traversing those regions
before calling variants. Somatic variant calling methods are generally classified as
tumour only or matched tumour normal depending on whether or not they require
a control sample of normal DNA from the patient (sequenced on the same run as
the tumour) to exclude germline and other alignment or sequencing artefacts. Most
variant callers designed to work with WEX or WGS data usually require a matched
normal while tumour only methods are typically associated with clinical gene panel
analysis pipelines where only the tumour sample is sequenced to reduce cost and
turn around time®%%. A range of open source somatic variant callers*04205406407 5r0
used in various clinical or research applications and many publications have assessed
the advantages and disadvantages associated with various approaches#/S4U2dl0ELL

1.3.3 Artefacts in somatic variant calling

Variants identified in somatic variant caller output are not always true somatic
mutations. Along with somatic mutations from the tumour sample there is also
technical variation, introduced by non-biological events during sequencing and data
processing. A diverse range of computational approaches that target specific aspects
of technical variation have been devised to remove (referred to as variant filtering)
artefacts in somatic variant calling. Collectively these algorithms form part of an
essential step in somatic variant calling known as variant filtering. Perhaps the
most common artefacts (and best example of filtering) in somatic variant calling are
germline variants. In somatic variant calling germline variants are considered to be
artefacts of the sequencing process and are typically excluded from analysis means
of a control sample of normal DNA from the patient. Putative somatic variants
that are common to both the tumour and matched normal samples are filtered as
potential germline or other artefact of the sequencing process (for example due to
alignment issues). In general there are two approaches to removing putative vari-
ants from analysis. Soft filtering annotates the filter field of the Variant Call Format
(VCF) record (field 7) with the reason why the variant was filtered while hard filtered
variants are excluded from the file. Soft filtering affords the researcher the opportu-
nity to reevaluate putative variants that have been identified as artefacts. However
it may also increase the size of the VCF and caller runtime. The Mutect24% somatic
variant caller for example, which uses a normal control, ensures putative variants
that are clearly present in the matched normal are removed at an early stage and not
recorded in the VCF to avoid spending computational resources on germline arte-
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facts. In borderline cases Mutect2 will record and filter the variant in the VCF in
case further curation may be required. Tumour-only calling pipelines (which do not
use a normal control) generally employ published databases of known germline poly-
morphisms, for example Single Nucleotide Polymorphism database (dbSNP)%4 the
1000 Genomes Project™ and Exome Aggregation Consortium (ExAC)*4 some-
times in conjunction with computational modelling to predict germline status™.
These approaches however may lack the ability to exclude other artefacts of the se-
quencing process that are highlighted by the normal control (for example alignment
artefacts).

Preanalytical processing and library preparation can have a critical impact on
the quality and integrity of DNA and somatic mutations recovered from it. FFPE
treatment in particular may have significant implications for downstream somatic
mutation analysis. Formaldehyde, (an active component of FFPE) generates cross-
links between nucleic acids that block PCR*® and causes the removal by hydrolysis,
of purine bases* from DNA, leaving an abasic site that weakens the strand and
reduces insert size during sequencing library preparation’®®. This in turn causes
a reduction in coverage or uniformity of coverage as less DNA fragments make it
through size selection during library preparation. Attempts to compensate for this
by selecting for a shorter fragment length may cause alignment issues in downstream
bioinformatic analysis. FFPE can also cause direct alterations in DNA sequence
likely due to the deamination of cytosine to uracil which in turn pairs with adenine
during replication leading to C>T transitions. A number of chemical approaches are
available that attempt to limit damage or restore DNA in FFPE. Prolonged formalin
fixation during FFPE sample preparation increases DNA damage®®4% and should
be limited. Some methods have reported success in reversing crosslinks in FFPE
samples*2” however they still remain a common issue. Pretreatment with uracil DNA
glycosylase has proven successful in degrading DN A molecules containing uracil prior
to sequencing library preparation and reducing FFPE artefacts*21422,

Bioinformatic methods such as GATK®% or illumina®2? orientation bias filters are

also effective at removing FFPE artefacts from variant caller output. In paired end
sequencing, read 1 is taken from the 5’ end of the original fragment and read 2 the
3’ end (i.e, the 5’ of the reverse strand) . The order in which both reads in the pair
align to the reference genome enables us to infer the orientation of the original DNA
fragment (i.e, whether it originated from the forward or reverse genomic strand).
DNA alterations induced by FFPE are likely to occur on one genomic strand only.
For example the deamination of cytosine to uracil will, in general, not change the
guanine it was paired with on the opposite strand. A number of bioinformatic
filtering algorithms exploit this asymmetry to check if the evidence of a putative
mutation is biassed to a particular orientation, indicating that it is likely to be
an artefact. This method is also effective at removing oxidative damage (another
form of orientation bias artefact) that may occur during library preparation, in
particular from shearing of DNA, causing G>T transversions?*¥. Although these
filtering algorithms provide additional means of guarding against orientation bias,
no method, chemical or computational, is 100% successful at preventing false positive
mutation calls as a result of FFPE or oxidative damaged DNA, particularly at low
allelic frequencies. Depending on assay requirements and the amount present, such
damage may still prove a significant confounding factor in somatic mutation analysis.

A wide range of other bioinformatic filters are used to prevent false positive
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mutation calls arising from sequencing artefacts. During the sequencing process,
in some instances, reversible terminators may not be correctly removed from DNA
fragments before the start of the next step of the PCR cycle, leaving some out of
sync with the rest of the cluster, creating a problem known as phasing*2®. This
dilutes the optical signal making it harder for the base caller to discern which base
that was added. The base caller uses the quality of the signal detected to calculate
the probability that a given base is called incorrectly and this information, known
as a Phred quality score or Q score, is included in the sequencer output. Somatic
variant callers use this information to filter artefacts caused by poor quality base
calls. Another common metric used to filter artefacts is mapping quality. Mapping
quality is an attribute associated with a read (field 5 in the SAM record). It is a
measure of confidence that the primary alignment listed for the read is correct (i.e.
specifies its true location in the genome). It is calculated from secondary alignment
scores associated with the read and indicates if the read mapping is ambiguous™.
Typically, the median mapping quality of reads that provide evidence of a putative
somatic variant is filtered to exclude possible alignment artefacts. A further example
of an implementation of artefact filtering is a panel of normals. A panel of normals is
a list of variation (usually in VCF format) derived from a cohort of healthy individ-
uals using the same library preparation and sequencing workflow that was used for
the case samples®?3423. Tt is considered to represent common sequencing, germline
and alignment artefacts unrelated to the condition (for example cancer) that should
be excluded from analysis. A number of other filters are employed in somatic variant
analysis that are beyond the scope of this manuscript. Most play an important role
in reducing false positives in variant caller output. Despite this however, artefacts
may occasionally be misidentified as somatic variants in caller output and continue
to pose significant issues in somatic mutation detection*?®1%3 Artefact filters may
also contribute to type II errors and impact sensitivity*®. Quantifying the extent
of these issues is not always straightforward.

1.3.4 Somatic variant calling accuracy and limit-of-detection

Reliable and accurate detection of somatic mutations is a key requirement in re-
search and clinical application. The choice of sequencing strategy and variant call-
ing pipeline can have a significant effect on detection sensitivity that may lead to
discordance in results across studies*™428 and failure to detect clinically action-
able variants in oncology#4?43Y There are also cost and patient implications, if for
example a biopsy needs to be resequenced as the original depth of coverage was
inadequate. There are a number of considerations when assessing a proposed muta-
tion analysis pipeline in line with analytical requirements and an estimation of the
assay’s Limit-of-Detection (LoD) plays an important role in this regard. Limit of
detection may be defined as the lowest allele frequency which would result in the
variant being detected in 95% or more of the samples where it is present*!. Sensitiv-
ity and limit of detection are generally modelled using the binomial distribution®*!
with size (number of trials) taken as the average depth of coverage, and probability,
the alternate allele frequency. Given the minimum number of reads containing the
alternative allele that the calling pipeline requires to detect (annotate as PASS in
the VCF) a variant it is possible to express sensitivity (ie., the probability a variant
with a true allele frequency f, gets detected) as,
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sensitivity = 1-pbinom(q
size
prob

Alt.allele_depth_calling_threshold,
depth_of_coverage,
)

(where the pbinom term lists the probability that a true somatic variant will not
be covered by the required number of reads to be detected by the caller). The
limit of detection is therefore the value of allele frequency that yields a sensitivity of
0.95 (Figure . The minimum number of reads required to detect a variant may
be found from variant caller documentation or estimated using a value for caller
specificity and the average base error rate of the sequencing run.
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Figure 1.3: Theoretical somatic variant detection sensitivity plot for a variant calling
pipeline implementing a depth calling threshold of four reads containing the alter-
native allele with 100x sequencing data. The theoretical Limit-of-Detection (LoD)
of this system is indicated as 0.0892 allele frequency.

This binomial LoD model contains a number of simplifications that limit its
application however. The model does not account for base quality in assessing sen-
sitivity. Many variant callers scale evidence of the mutant allele at the pile-up with
the quality scores of bases that support it*?¥. This implies that the assumption
there is a minimum number of reads containing the alternative allele required to
call a variant is incorrect. Variant filtering can also impact caller sensitivity. Pu-
tative variants which demonstrate evidence of an alternative allele at the pile-up
are routinely removed from analysis if they fail to pass a number of filters, for ex-
ample median mapping quality and panel of normals among others. This is also
not accounted for by the binomial model used to predict sensitivity. Tumour pu-
rity and high target GC content may also negatively impact somatic variant caller
sensitivity. Low tumour purity decreases the allele frequency at which important
clonal mutations will appear in the spectrum, in some instances causing them to fall
below the minimum detection limit of the system. PCR amplification of sequencing
libraries may also lead to coverage bias in regions with extreme GC and AT con-
tent resulting in fragments from these regions being underrepresented in sequencing
results**?. The resulting decrease in coverage can confound efforts to predict the
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sensitivity of somatic variant detection within these regions that use overall sample
estimates for depth of coverage. PCR-free library preparation protocols may be
used to address issues associated with GC and AT rich library content®##434 how-
ever in many instances the initial DNA content from the sample will be insufficient
for this approach. Coverage biases associated with target capture may also lead to
sensitivity issues#27,

The diverse range of computational and statistical approaches employed by so-
matic variant calling tools can be challenging to assess. The absence of an in-
controvertible mutation set from real tumour data means that some differences in
output between callers are never fully resolved and although a number of callers
have proven effective in a diverse set of clinical and research applications no single
caller has emerged as the industry standard. In this environment a consensus ap-
proach to somatic variant calling forms the basis for a number of studies aimed at
improving accuracy®43%  Essentially this approach accepts that while each indi-
vidual variant caller has its own strengths and weaknesses, there is no single best
algorithm to identify somatic variants, and a mutation set based on the consensus of
several proven and trusted somatic variant callers provides the most accurate rep-
resentation of tumour somatic variation. Consensus methods typically employ an
intersection threshold on the minimum number of callers that must detect a putative
somatic variant before it is passed by the ensemble. Perhaps the most comprehen-
sive implementation of consensus-based variant calling has been the Multi-Center
Mutation Calling in Multiple Cancers (MC3)%*” working group which comprises a
consortium of researchers across multiple institutions, to enable pancancer analysis
of data from more than 10K patients across multiple different sequencing centres as
part of the TCGA project. MC3 employs an ensemble of 7 variant calling meth-
0ds#04383IH00MA0EALIEAS] 5 q includes a robust set of additional filters to implement
a meta caller approach where consensus is required among variant callers and also
between sequencing centres to remove batch effects and reduce false positives.

1.3.5 Validating somatic variant caller output

Several aspects of the mutation calling process significantly affect variant caller
output. Sequencing metrics such as depth®*# and targeted region*? lead to assay
discordance, as do aspects of sample preparation such as tumour purity and the
option of a matched normal. The selection of bioinformatics pipelines and associ-
ated somatic variant caller software also has significant impact. The objective of
validation is to demonstrate that a given somatic variant calling assay, in research
or clinical application, is suitable for its intended purpose. Quantifying the effect
technical aspects of the calling process have on the somatic landscape recovered from
variant calling requires sequencing reference data containing a ‘ground truth’ set of
somatic mutations; data in which the location and details of all non-reference sites (a
genomic location containing a base or bases that do not match the reference genome)
is know. Ground truth data (or truth set) is also a key component in benchmarking
somatic caller pipelines and its integrity underlies all conclusions drawn from this
research. In general there are two types of ground truth data that may be used for
validation. These are actual, well characterised sequencing data from a real patient
tumour or cancer cell line, or synthetic data that has been created by mixing sam-
ples or sequencing data from different sources at various concentrations to create
virtual somatic variants. A synthetic truth set may also be created by modifying
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the contents of a BAM file to create ‘somatic’ variants. This is achieved using a
software application to edit a subset of reads from each target pileup to include the
required alternate allele (a process known as spiking-in variants). Each method has
its own advantages and limitations and both are used extensively in mutation calling
pipeline validation.

A common approach to validating somatic mutation detection pipelines with real
sequencing data is to use consensus-based calling to derive the somatic variant truth
set. Similar to an ensemble variant calling approach, a somatic variant is added to
the truth set if it is detected by at least a minimum number of callers in the ensemble.
When completed this consensus truth set is usually confirmed by orthogonal methods
such as high depth or PCR free libraries?*, qPCR or Sanger sequencing %4470, Truth
sets derived from well characterised, matched, tumour normal cell lines that yield
high DNA content for sequencing are often preferred. Sequencing data derived
from these methods are accompanied by high-confidence somatic variant calls that
can easily be used to validate other mutation calling pipelines. However there are
limitations. It may not be possible to unambiguously resolve all variant calls in
the data, despite extensive orthogonal validation. The truth set is also biassed
towards the consensus of the variant callers selected for the ensemble. For example,
it is possible that a more recent somatic variant caller release will score worse on a
consensus truth set that was compiled using an older software version of the same
caller. Despite this, consensus truth sets play an important role in validation and
in benchmarking variant callers against each other. A variant call that differs from
the consensus should be investigated and used to guide further developments in the

field.

Creating a truth set by combining DNA containing germline variants from differ-
ent cell line sources is another frequently employed method of validating mutation
calling pipelines. Sequencing data from different sources is mixed either in-silico
(by computationally combining records from BAM files sequenced from different
cell lines) or in-vitro by creating a titration dataset (generated using a mixture of
DNA from different cell lines which is then sequenced)*4¥. In this process, a selection
of loci containing homozygous germline alleles in one cell line that are not present
in the other are typically labelled as somatic. The allele frequency of these pseudo-
somatic variants in the mixture is regulated by downsampling one of the BAM files
before combining the data into a ‘tumour’ BAM, or by adjusting the levels of titra-
tion between the two DNA sources prior to sequencing when using an in-vitro ap-
proach. It is recommended to employ well characterised cell lines for this purpose®3t,
The Genome in a Bottle Consortium (GIAB)#4 line NA12878, originally generated
for the CEPH/HapMap project, is frequently selected (often in conjunction with
NA12877) due to the availability of a comprehensive set of phased, high-confidence
variant calls. Prior to creating the validation truth set, the presence in the cell line of
germline alleles, designated for use as pseudo-somatic variants, should be confirmed
by the application of a germline variant caller. Cell line add-mixture methods offer
a practical means of validating somatic variant caller pipelines without the need for
dedicated simulation software. The generation of a titration truth set also enables
the comprehensive validation of the entire pipeline, from flow cell through to the list
of mutations in the VCF output. However these methods also have limitations. The
use of germline alleles to mimic somatic variants is a particular concern, especially
considering that somatic variant callers often employ filtering algorithms to remove
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sites that may be germline in origin. Disabling these filters (for example, removing
the panel-of-normals (PON) prior to validation**) may also have other unintended
impacts on caller specificity. In addition, the occurrence of real somatic variants are
not restricted solely to well defined loci containing germline alleles. Cell line geno-
types diverge®!*%2  They also contain a distribution of somatic variants, sequence
and alignment errors at unknown locations. This ambiguity may lead to conflict-
ing validation results. Haplotype-based somatic variant callers locally realign reads
around a putative somatic mutation into phased groups to increase the accuracy of
the call. Consequently, it is important to account for haplotype structure (ie., to
phase sequencing data prior to combining the truth set) when creating simulated
tumour sequencing data. This may prove difficult or impossible with data from cell
line admixture.

An alternative method for generating a synthetic truth set involves the use of
specialised software to manipulate the content of sequencing reads within a BAM
file in a process known as spiking-in variants. This approach, most recently pio-
neered by the ICGC-TCGA DREAM Somatic Mutation Calling Challenge“®® ad-
dresses many of the shortcomings of admixture simulation methods. BAMSurgeon,
ICGA-TCGA’s tool used to spike-in somatic variants, provides greater control over
genomic location, allele type and depth than can be achieved with in-silico mixing
of reads from different sources. The researcher populates a config file, containing
the locus, alternative allele and allele frequency and BAMSurgeon ensures the pileup
at each target locus is modified accordingly, creating a virtual tumour BAM. Loci
that do not have coverage to support the required allele depth are recorded and
skipped. BAMSurgeon is typically used to insert variants in a BAM file created
from a normal human sample. By default, BAMSurgeon also ensures that no vari-
ants are spiked-in to regions adjacent to pre-existing SNPs to avoid interfering with
haplotype structure. The software tool can also be employed with entirely synthetic
BAM files generated by a read simulator like ART“*? although, in this scenario,
reads simulated from a haploid reference will usually not represent the diversity of
variation present within an actual tumour sample. Similar to cell line admixtures
however, a truth set created by spiking variants into real sequencing data will in-
herently contain a distribution of somatic variants, sequence and alignment errors,
the precise locations of which are unknown.

1.3.6 Relative and absolute, PCR-based quantification

Starting with developments in the mid-1980s“*" to enable researchers to amplify a
specific DNA template (a target genomic region of interest), the application of Poly-
merase Chain Reaction (PCR) has progressively evolved to become an indispensable
tool in the field of molecular diagnostics. In its basic application PCR involves the
combination of a sample of purified, denatured DNA with primers containing com-
plementary sequences that anneal to the 5’ and 3" boundaries of the target template
and provide a starting point for DNA synthesis. The addition of a polymerase and
DNA nucleotides results in synthesis of the template’s complementary strand and
thermocycling (the repeated heating and cooling of the reaction mixture) repeats
the process producing billions of copies of the original DNA segment for further
analysis. Refinements to the process made in the early 1990s resulted in the de-
velopment of the first qualitative PCR method®®4. This research demonstrated the
potential of employing PCR with fluorescent primers to successfully detect specific
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alleles of human beta globin and Y chromosome-specific sequences and also de-
scribed its potential application in quantitative analysis. The availability of protein
engineered chimeric polymerases in 2003%*# led to significant advancements in PCR
technologies. The DNA-binding domain of Sso7 which naturally functions in chro-
matin remodelling was fused to the low-processive, proofreading polymerase domain
of Pyrococcus resulting in a high-fidelity, high processivity enzyme ideally suited to
quantitative analysis methods (Pfu polymerase). Quantitative real-time PCR or
gPCR involves the addition of special marker molecules to primers that increase in
fluorescence with each positive PCR template amplification®**42%457 The intensity
of the fluorescent signal is measured in real-time with each round of PCR amplifi-
cation until it ultimately reaches a plateau phase at the end of the reaction. The
quantification cycle (Cq, also referred to as the cycle threshold Ct) is defined as the
number of cycles needed for the fluorescence intensity to exceed a detectable thresh-
old. This value is directly proportional to the initial quantity of template DNA
molecules present in the sample. An estimation of this quantity can be derived
by referencing a calibration curve constructed from a series of standard dilutions,
each with known concentrations or copy numbers. A combination of reverse tran-
scription, which generates complementary DNA (¢cDNA), and qPCR may also be
employed for the detection of RNA.

Since its inception towards the end of the last century real-time PCR/qPCR has
become established as the preferred method for rapid and sensitive quantitation of
nucleic acid in numerous clinical and research applications. However qPCR has its
limitations. The accuracy of relative quantification (qPCR) relies on the quality
of the standard curve from which the results are extrapolated. If the amplification
efficiency within the sample undergoing analysis significantly deviates from that of
the reference samples, the reliability of the results will be impacted**®. Some ap-
plications also require a higher level of sensitivity than can be consistently achieved
through qPCR. This shift in analytical demands has prompted a resurgence in an
alternative quantification methodology, also conceived in the early 1990s%°Y. Digital
PCR (dPCR) is a method for the absolute quantification of nucleic acid concen-
trations based on end-point PCR, where the reaction continues until it reaches
a plateau characterised by a robust fluorescent signal (indicating the presence of
the target molecule), or absence of signal (indicating the target was not detected).
Quantification is achieved by first isolating individual wild type and target DNA
molecules in the sample into individual compartments prior to PCR (using cylin-
drical microchambers, or emulsion-assisted microdroplets) in a procedure known as
partitioning. The relative concentration of wild type and mutant sequences is esti-
mated from the Poisson distribution by counting the number of positive and negative
fluorescence signals across all partitions upon PCR completion4®V,

Unlike qPCR, dPCR does not rely on standard curves for quantification and
provides precise and highly sensitive quantification of nucleic acids. The exceptional
level of accuracy exhibited by dPCR makes it particularly suitable for use in the
analysis of liquid biopsy to track minute variations in the levels of target DNA
against a complex background of other circulating nucleic acids, particularly over the
course of a treatment regimen“®!. In gene expression analysis dPCR has been shown
to outperform qPCR in terms of precision and reproducibility, particularly when
analysing low abundant targets*®® while somatic Copy Number Alterations“®#4%4 and
CNV4 have also been quantified using this method. Although quantitative PCR
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methods do not have the capacity to simultaneously interrogate somatic munitions
across a wide target region, qPCR and dPCR nevertheless play an important role
in this regard by providing highly sensitive methods for orthogonal validation of
NGS based somatic variant analysis®®®. The field continues to evolve with emerging
technologies in multiplex real-time PCR such as microfluidics-based methods for
detection and variant discrimination of SARS-CoV-246" and new applications of
dPCR in Single-Cell Analysis?®® and environmental microbiology®®. Tt is likely
PCR techniques will continue to play a significant role in targeted quantification for
many years to come.

1.3.7 Ethical and data protection obligations linked to genomic data

The volume of research data generated by clinical trials and population-based obser-
vational studies has experienced exponential growth in recent years. It has emerged
as an invaluable research asset that may be subject to reanalysis by multiple research
teams worldwide over periods often spanning decades. Given its transformative im-
pact on research, its role in innovating treatment development, and its potential to
generate significant revenue, the question frequently arises regarding the ownership
of a patient-derived dataset. Perhaps more importantly from a regulatory perspec-
tive, there is also the question of responsibility for it. Research involving human
subjects is generally reviewed by an ethics committee associated with the relevant
university or institution to ensure that the appropriate ethical standards and legal
requirements are being upheld. The regulations governing the data protection rights
of participants in clinical research vary significantly across different regions of the
world. In the U.S., the Health Insurance Portability and Accountability Act of 1996
(HIPAA)*®@ stands as the primary federal law safeguarding protected health (includ-
ing genetic) information. It establishes limits and conditions for the use and disclo-
sure of such information without an individual’s consent. In the EU, the protection
of health data is governed by the General Data Protection Regulation (GDPR)*™,
while the UK operates a specific data protection framework (UK GDPR) tailored
for the UK context*™. While there is substantial overlap between these standards,
they are not entirely equivalent. GDPR extends its jurisdiction to all international
organisations processing personal data of individuals in the EU. This presents an
important consideration, as compliance with GDPR may be necessary, even if the
organisation concerned is not located within the EU.

The initial step in evaluating GDPR implications associated with a research
dataset is to determine whether the data allows for the identification of individu-
als participating in the study (commonly referred to as ‘data subjects’). GDPR
explicitly states that the principles of data protection do not apply to information
that has been fully anonymized in a manner that ensures the data subject is no
longer identifiable*™. However, achieving complete anonymization of genetic data
is not always straightforward. Studies have shown that using fewer than 100 single
nucleotide polymorphisms (SNPs) can be sufficient to distinguish an individual’s
genetic record*™. Furthermore, GDPR expands its definition of genetic data to
include somatic variation, categorising genetic information as encompassing both
inherited and acquired genetic characteristics that provide information about an in-
dividual’s physiology or health*™. Somatic mutation data may also include variant
records filtered as germline, potentially aiding in the re-identification of the individ-
ual concerned. For these reasons, somatic mutation data generally falls within the
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scope of GDPR.

A key requirement of most regulatory frameworks for human research involves
the process of obtaining informed, explicit consent from each individual participat-
ing in the study. Participants should receive comprehensive information regarding
any personal risks and benefits associated with their participation. They should be
informed about who is collecting the data, the purpose behind data collection, and
how it will be used. When applicable, agreement on the management of incidental or
pedigree-sensitive findings should be documented, and access to genetic counselling
provided. GDPR specifies that this consent be explicit (i.e., in writing or by equiv-
alent electronic means) and that the data subject has the right to withdraw their
consent at any time and have their data deleted*™. After data collection, the insti-
tution conducting the study typically takes on the role of the data controller. The
data controller is responsible for providing all or a subset of the data to third par-
ties (such as institutions, research groups, etc.) referred to as data processors, who
analyse the data and conduct research. The data is shared under the terms of a data
processing agreement (or data use agreement), which serves as a contract between
the data controller and processor. This agreement typically outlines conditions such
as the permissible types of research for which the data may be used and provides
detailed requirements regarding the secure storage and handling of the data. Data
protection legislation primarily places responsibilities on data controllers, holding
them accountable for compliance and exposing them to substantial fines in case of
non-compliance. Consequently, data processing agreements are comprehensive and
binding contracts that delineate operational procedures and responsibilities for data
processors. These agreements also outline the specific actions that data processors
are expected to undertake in the event of suspected breaches of protocol. Impor-
tantly, these agreements also impose significant penalties on data processors in case
of failure to adhere to the stipulated terms.

Ethical and data protection considerations associated with somatic mutation
data typically involve a balance between the imperative to inform treatment or
scientific research and the obligation to safeguard sensitive, patient-specific clinical
data. Research ethics and data protection processes continue to evolve as regulatory
bodies strive to streamline the process while simultaneously safeguarding the rights
of individuals. However, ensuring compliance with GDPR results in an increased
workload®™. Significant effort may be expended to ensure that the network hosting
the research data is secure, access to the data is controlled, and data sharing is
fully compliant. Careful consideration of data processing agreements is essential, as
misinterpretations could render detailed scientific research ineligible for publication
if the stipulated conditions on data usage have been breached. Indeed, an inherent
conflict between critical care research and the obligations of data protection has
been observed®™. In this context it is important to highlight the potential for
severe patient consequences if data protection and ethical practices are not adhered
to.

In 1996 building on publicly available research™7#4% and genetic data from
patients under their care Myriad Genetics patented the sequence and detection of
BRCA1 and BRCA2 genes™ for use in the diagnosis of predisposition to breast and
ovarian cancer. The granting of this patient raised significant concerns. Genetic
research of this nature usually depends on open, international collaboration involving
numerous research teams and patients who willingly share their genetic data and
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family history to contribute to research. Myriad Genetics made significant use of
the results of publically available and publically funded research in developing their
patent and prevented patients under their care from accessing their genetic data.
Myriad Genetics enforced this patent over a period of 17 years and claimed exclusive
rights to BRCA testing and to patient genetic data. During this period clinical
genetic testing for cancer was often conducted using a multigene panel for numerous
other cancer variants of interest along with the more expensive Myriad test for
BRCA. Many patients were unable to afford to get tested for BRCA predisposition.
In 2013, the Supreme Court overturned Myriad’s patent in a case pursued by the
American Civil Liberties Union (ACLU), determining that genes, being products
of nature, could not be patented. In 2016, the ACLU lodged a complaint with
HIPAA, to require Myriad to release the complete genotype data generated from its
patients®®. As of 2023, it has been reported that Myriad Genetics has committed
to submitting hereditary cancer risk variants to ClinVar#®!. Recent advancements
in data protection legislation and ethical standards for dealing with genetic data
aim to prevent a situation similar to this from recurring in the future.

1.4 Thesis overview and research question

The identification of somatic mutations plays a crucial role in cancer care. The rou-
tine application of molecular diagnostics to align therapies with target mutations
has significantly enhanced patient outcomes and quality of life*®2. This improve-
ment in patient outcomes continues to grow as more therapies become accessible. In
research, somatic variant detection has uncovered key drivers of the disease and iden-
tified other vulnerabilities that can be clinically targeted to impede the progression
of malignancy. The emphasis on somatic variant detection has spurred extensive re-
search, yielding a diverse array of tools and methods designed to identify mutations.
However, methods designed to validate the output of these tools have remained re-
markably limited in comparison. Ambiguities in truth sets used to validate these
methods lead to inconsistent results. Resolving these inconsistencies is challenging.
Limited tools are available to explore somatic mutation data. It is often difficult to
ascertain whether the error lies with the variant caller or in the ground truth data
by which it is assessed. Ideally, a comprehensive truth set should not only provide
a definitive identification of incorrect calls but also, critically, enable us to explain
why the variant caller made an error. Unfortunately, current validation methods
lack such insight.

The task of identifying sources of error in mutation calling pipelines becomes
more challenging due to the complex artefact filtering protocols employed by these
pipelines. It is challenging to quantify the impact of such filters in terms of the trade-
off between sensitivity and specificity or to assess if the thresholds on which they
are based are suitable for the particular research or clinical requirements at hand.
The mutant allele frequency spectrum is also of particular interest both in research
and clinical practice. It shapes our understanding of tumour evolutionary dynamics
and, in precision oncology, helps identify the clonal variants driving the malignancy.
Furthermore, the allele frequency spectrum, along with other details such as muta-
tion context and the biological impacts on proteins, offers valuable insights into the
sources of errors in somatic mutation data. However, research in this area has been
hindered by a lack of tools to effectively explore the impacts of analytical choices
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and thresholds involved in variant filtering. In Chapter 2, we introduce vcfView, a
graphical tool that enables researchers to investigate the impact of different filtering
approaches on the mutant allele frequency spectrum, mutational signatures, and
functional effects on proteins inferred from a somatic VCF file. We demonstrate
the utility of this tool in the TCGA AML cohort by uncovering evidence of tumour
DNA in the control sample and re-evaluating candidate somatic variants that were
previously excluded from the analysis to recover clinically actionable information.

In Chapter 3 we outline methods to create a comprehensive and realistic truth set
from tumour genomic sequencing data. To accomplish this, we devised a novel com-
putational framework for simulating tumour sequencing data to match the phased,
personalised genome of a donor from the 1000 Genomes project and the chosen se-
quencing strategy. We use this framework to explore the impact of somatic variant
caller filters on sensitivity and provide a definitive assessment of false positive and
false negative mutation calls. We predict caller sensitivity as a function of allele
frequency for an individual sequencing configuration and determine the empirical
mutant frequency spectrum corresponding to the neutral model of tumour evolu-
tion. Our simulations highlight biases in caller-estimated allele frequencies as a
function of sequencing depth and explain sources of false positive mutation calls in
FFPE and oxidative-damaged tumour sequencing data. Finally, in Chapter 4, we
apply these methods to analyse FFPE damaged, tumour-only, low depth sequencing
and somatic variant data from a cohort comprising 60 individuals diagnosed with
early-onset and aggressive pancreatic ductal adenocarcinoma, recovering additional
clinically actionable and research-relevant somatic mutation information.

Our research questions can be summarised as follows:

1. What impacts does variant filtering have on type II errors in somatic mutation
data? Can we gain new insights into cancer treatment and research by re-
evaluating variant records that have been removed from analysis by filtering?
(Chapter 2)

2. Can we create a comprehensive and realistic truth set from tumour genomic
sequencing data that not only definitively identifies errors in somatic mutation
data but also, crucially, allows us to explain why the variant caller made the
incorrect call? (Chapter 3)

3. Can we apply the research tools and methods that we have developed to over-
come the challenges presented by a low-depth, tumour-only, heavily DNA-
damaged dataset and recover clinically and research-relevant information?
(Chapter 2, Chapter 4)
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2 vcfView

The contents of this chapter has been published4®® as:

O’Sullivan, B.; Seoighe, C. vcfView: An Extensible Data Visualization and Quality
Assurance Platform for Integrated Somatic Variant Analysis. Cancer Inform 2020, 19,
1176935120972377

Brian O’Sullivan developed the concept and wrote the code. Cathal Seoighe su-
pervised the research and suggested additional features and analyses. The authors
co-wrote the paper.

2.1 Abstract

Motivation: Somatic mutations can have critical prognostic and therapeutic
implications for cancer patients. Although targeted methods are often used
to assay specific cancer driver mutations, high throughput sequencing is fre-
quently applied to discover novel driver mutations and to determine the status
of less-frequent driver mutations. The task of recovering somatic mutations
from these data is nontrivial as somatic mutations must be distinguished from
germline variants, sequencing errors, and other artefacts. Consequently, bioin-
formatics pipelines for recovery of somatic mutations from high throughput
sequencing typically involve a large number of analytical choices in the form
of quality filters.

Results: We present vcfView, an interactive tool designed to support the
evaluation of somatic mutation calls from cancer sequencing data. The tool
takes as input a single variant call format (VCF) file and enables researchers
to explore the impacts of analytical choices on the mutant allele frequency
spectrum, on mutational signatures and on annotated somatic variants in genes
of interest. It allows variants that have failed variant caller filters to be re-
examined to improve sensitivity or guide the design of future experiments. It
is extensible, allowing other algorithms to be incorporated easily.

Availability: The shiny application can be downloaded from GitHub
(https://github.com/BrianOSullivanGit /vcfView). All data processing is per-
formed within R to ensure platform independence. The app has been tested
on RStudio, version 1.1.456, with base R 3.6.2 and Shiny 1.4.0. A vignette
based on a publicly available data set is also available on GitHub.

Keywords: R, cancer, shiny, visualization, VCF, variant filtering, SNV, indel,
SBS, COSMIC v3

2.2 Introduction

A broad array of variant callers and computational pipelines serving a diverse range
of research requirements has been developed to identify somatic mutations from
DNA sequencing data. Each method comes with its own set of performance char-
acteristics®®¥. Despite differences in calling algorithms and applications, most use
tumour and normal next-generation sequencing (NGS) data, aligned to a reference
as input and output detailed tumour-specific single nucleotide variants and indel
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records in variant call format (VCF)**?. One of the most popular callers in clinical
oncology*® Mutect24"¥ has been shown to perform well in terms of overall bal-
anced accuracy®®*. It employs a series of filters to flag likely false-positive variants,
resulting from biases, artefacts, or failure to meet confidence thresholds.

The frequency spectrum of mutations is often of particular interest. Somatic
mutations with relatively high frequency (>0.25, accounting for ploidy and sample
purity )% are often clonal (i.e. they occur in every cancer cell) and some of these
may be cancer driver mutations and therefore of particular interest for precision
oncology. The somatic mutation spectrum can also provide information about the
evolutionary dynamics of the tumour® 7. In the case of blood cancers, variant
frequencies are used for risk stratification and prognosis for a number of myeloid
malignancies?®®4%9  High throughput sequencing can be used as an alternative to
polymerase chain reaction (PCR)-based clinical analysis of mutant allele burden®,
with the advantage that it has the potential to provide an accurate estimate of the
mutant frequency and can detect clinically relevant mutations that are not targeted
a priori. Moreover, mutational signatures that can be recovered from high through-
put sequencing data have been associated with distinct clinical outcomes and are
emerging as potential biomarkers for novel targeted therapies®*L.

There are significant technical challenges that inhibit the application of next-
generation sequencing in cancer treatment, including the lack of user-friendly tools
and data analysis pipelines®”®. The data derived from cancer sequencing is complex,
making it difficult to extract information on relevant variants. Candidate variants
flagged by the caller as having failed quality filters are routinely removed from anal-
ysis; however, they have the potential to highlight sources of technical artefacts.
These variants may also contain false negatives that are of clinical or research in-
terest. Command-line based, hard-filtering approaches such as VCFtools**?, GATK
VariantFiltration*", and SnpSift“** use variant attribute values combined with log-
ical operators to further subset a VCF file. Such tools are complex to configure and
lack a means to review the impact of analytical choices involved when subsetting the
data. This significantly limits the scope and pace of exploratory analysis of VCF
data.

We developed vefView as an interactive graphical tool to support filtering of
putative somatic variants. vefView displays the allele frequency spectrum as well as
mutation patterns and signatures inferred from all putative mutations so that the
user can assess the impact of different filtering choices on the variants discovered.
All displays are updated dynamically as the user adjusts the filters that are applied
to the data. Users can also display somatic mutations on a gene of interest, gaining
insights about which mutations are lost from the gene as different filters are applied.
To demonstrate its utility, we use vcfView to isolate putative tumour-in-normal
(TiN) variants in acute myeloid leukaemia (AML) samples from The Cancer Genome
Atlas (TCGA). These variants, which were removed from analysis in TCGA, were
significant enrichment for known AML driver mutations.

2.3 Features

vefView enables users to analyse mutations that fall within a region of the muta-
tion frequency spectrum and that pass or fail user-specified quality filters. Analyses
available by default include mutation patterns, mutational signatures and the func-
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Figure 2.1: vcfView user interface. Display shows the VAF Density plot with signa-
tures inset plot active, filter panel to the right and inset function selection below.

tional effects of the mutations on proteins of interest. The user can explore how
these change in different regions of the frequency spectrum or when different filters
or other user configurable thresholds are applied. The interface features a variant
allele frequency (VAF) density plot within which a region of interest may be se-
lected for further filtering or analysis. The results are displayed inset within the top
corner of the density plot. An additional feature allows for a summary file created
from a number of individual VCF files to be analysed to identify patterns that may
exist across a collection of samples. High-resolution publication standard plots and
a filtered copy of the original VCF file may be saved at any stage.

2.3.1 Density plot, thresholds, and filters

The central window of the vefView user interface is the VAF Density plot (Fig-
ure that displays the frequency spectrum of somatic mutations. To the right, a
series of checkboxes present the researcher with the available quality filters, which
are parsed directly from the input file, as well as user configurable thresholds for
calling somatic mutations. These provide a means to threshold on the evidence for
a somatic mutation at a site. Variants that pass all these filters are displayed in the
VAF density plot. The colour in the plot indicates the median sequencing depth
of variants in the VAF bin shown on the x-axis. All plot data are updated when
the user modifies any filter or threshold settings. The density plot also includes
interactive click and drag functionality, enabling the researcher to extract a region
of interest from the allelic spectrum for further analysis.
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Figure 2.2: vcfView inset analysis function plots showing (A) protein analysis plot,
(B) mutational signatures, (C) trinucleotide contexts, and (D) candidate filters
plot.

2.3.2 Inset plots

Variants that are included within the selected frequency range can be visualized in
several alternative inset plots on the main VAF display (Figure . The required
inset function is specified using the radio button list below the density plot. The
inset plot is triggered when one of these buttons is activated and redrawn when
a region of the allelic spectrum is selected (either with the mouse or by updating
the relevant numeric inputs on the user interface) or when filter/threshold settings
are updated. vcfView is configured with four inset plots by default, displaying
mutation signatures, mutation processes, functional impacts of variants on a selected
protein, and candidate filters. The architecture is extensible allowing integration of
third-party or custom algorithms to produce alternative inset plots. The signatures
inset plot displays the estimated contribution of each of the Catalogue of Somatic
Mutations in Cancer (COSMIC)"**# reference signatures to the selected mutations.
The mutation processes plot shows a bar plot of the fraction of the mutations in
each of the 96 trinucleotide contexts'®®. The protein function inset plot is a lollipop
diagram indicating the functional impacts of mutations in the selected frequency
range on the specified gene. The dropdown list from which this gene is chosen is
updated dynamically so that only genes with a protein impacting variant in the
selected frequency range are displayed. Finally, the candidate filters function shows
the number of variants that have failed each variant caller filter within the selected
range.

2.3.3 Package vignette

The package vignette demonstrates the functionality of vefView using publicly avail-
able data from The Texas Cancer Research Biobank (TCRB). It is composed of three
main sections. It first demonstrates exploratory analysis of a single VCF file from
the data set. Mutational processes and signatures within a somatic allele frequency
window are identified. Candidate variants within that region are subsetted accord-
ing to various thresholds and filter settings, and the impact of selected variants
on proteins of interest is visualized. This enables the evidence for the presence of
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potential driver variants to be assessed.

The vignette also describes how to generate a summary of all VCF files within
a data set to identify patterns that may exist across that cohort. A summary file
is loaded into vcfView and analysed in the same way as an individual VCF file.
It may be used, for example, to identify mutational signatures or processes across
a data set from patients with the same cancer type or who have undergone the
same therapy. It can help to determine if variants are impacting a putative driver
gene across multiple patients. A subset of candidate variants that have failed specific
filters may be re-examined in an attempt to recover information previously excluded
from analysis. In the vignette, a summary file is created and used to check for the
existence of putative tumour-in-normal variants within the TCRB data set that may
have resulted in failure to call some cancer somatic variants.

Finally, the vignette shows how to integrate other packages into vcfView to
produce additional inset plots. It provides a simple wrapper example that integrates
a third-party algorithm with vefView'’s extensible function set. This enables the
researcher to use that library within the inset window of vefView and take advantage
of its preprocessing capabilities.

2.4 vcfView Architecture

Interactive visualization is implemented in R*** with Shiny*®®. All data process-

ing is performed within the R environment to facilitate platform independence.
It leverages several Bioconductor packages?0:490:498:499000 £ functionally annotate
VCF-formatted data and drive exploratory visualizations within a user-selectable
allele frequency window.

VCF-based record details together with amino acid and trinucleotide context an-
notation is maintained in two internal data structures for ease of manipulation and
subsetting. An index into the original VCF object is used to save a subsetted version
of the VCF as required. Functional annotation of protein impact (enumerated as
frameshift, nonsense, nonsynonymous, or synonymous) provided by the UCSC tran-
script annotation library**® is displayed by the protein inset function using ggplot=
and labelled using ggrepel®’?,

Single base substitution (SBS) trinucleotide sequence context annotation for in-
set function signatures and mutational processes is provided by the Bsgenome an-
notation library*??. In the signatures inset function, a summary of this annotation
is used in conjunction with the lsqnonneg method (from pracma library)=* to cre-
ate the optimal combination of COSMIC v3 SBS signatures required to reconstruct
the variant subset. This returns a non-negative linear least-squares fit of the 65
COSMIC mutational signatures (version 3). Processing is similar to that used in
the MutationalPatterns®* library but streamlined to reduce demands on system
memory. All plots are rendered using the ggplot2°" library.

2.5 Visualization of Putative Tumour in Normal Variants
in Leukaemia Samples With vcfView
To demonstrate the utility of vefView, we used it to re-examine TCGA AML data to

determine whether potentially relevant prognostic or diagnostic information could be
recovered from candidate variants that have previously been excluded from analysis.
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Mutect?2 filters potential false positives resulting from germline variants by scoring
the confidence that a mutation is present in the tumour sample and absent from
matched normal, typically a skin sample in the case of blood cancers. This could
result in the failure to detect true somatic variants in the cancer if the same mutation
is found in a subset of the cells in the skin sample or if the skin sample includes a
proportion of cancer cells or cell-free DNA. Many cancer driver mutations have been
found to be relatively common in normal skin cells®*”. Moreover, 3% to 5% of all
nucleated cells in the epidermis are myeloid derived®”. Therefore, it is possible that
some of the driver mutations that are critical for gaining an insight into the cancer
may also occur, albeit potentially at a lower level, in the skin sample. The use of
skin as a normal sample for the identification of somatic mutations in leukaemia
cells risks removing these variants from analysis. Mutect2 filters variants that are
identified in a panel of normal samples to reduce the effects of recurrent sequencing
artefacts and common genetic variation. This variant blacklist is usually derived
from blood samples; however, a substantial proportion of blood samples may be
affected by clonal haematopoiesis and contain somatic mutations that are relevant
for blood cancers®?. Here, we used vcfView to re-examine data from TCGA LAML
samples for evidence of somatic variant exclusion due to the presence in the matched
normal sample or in the panel of normals. We refer to these variants as putative
tumour-in-normal (pTiN).

Exploratory analysis with vefView highlighted a significant number of candidate
variants that had been removed solely because they failed the allele in normal filter
despite being present in extremely low amounts in the normal sample relative to the
tumour. Further inspection with the protein inset function revealed a large number
of these were in known AML drivers. We tested for enrichment of pTiN variants
among known AML driver genes and isolated a significant number of pTiN AML
driver variants previously excluded from analysis in TCGA LAML.

We downloaded the protected mutation annotation format (MAF) file
containing variants previously identified in the TCGA LAML data set of
149 AML patient samples from the NCI's Genomic Data Commons (GDC,
https://portal.gdc.cancer.gov /files/66124158-7feb-4b8e-8fc4-393a5e641fea). We re-
trieved all protein-truncating variants that had failed the allele in normal and/or
panel of normal Mutect2 filters for which the VAF was greater than 0.1 and at least
10 times the frequency of the variant in the normal samples. We further restricted
to variants at loci with a read depth of at least 20 in both the tumour and normal
samples and that were not found in dbSNP.

We next obtained a list of canonical transcript lengths for all protein coding genes
in the exome from Ensembl. Further annotation was added to each gene in this list
identifying it as AML driver or non-AML driver (as indicated by IntOGen”%’) and
recording the number of pTiN variants contained per base of coding sequence. We
performed Fisher’s exact test for enrichment of known AML drivers among genes
containing pTiN variants. To account for coding sequence length, we also compared
the number of pTiN variants per base between AML driver genes and non-AML
drivers using the Wilcoxon rank sum test.

A total of 3549 protein-truncating variants were flagged as occurring in the nor-
mal sample or panel of normals and were, therefore, not called as cancer somatic

variants. Of these, 129 met all of the criteria we used for identifying pTiN variants
(Table : see Methods for details). Among these pTiN variants, 16 occurred in
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pTiN Gene Patient

Reason for variant removal Clinical relevance

ASXL1 TCGA-AB-2917

EZH2
FAT4

TCGA-AB-2817
TCGA-AB-2863

Allele in normal
Allele in normal
Panel of normal

Prats-Martin et a0
Mechaal et all2

Garg et alll
Rampias et al®l2

KMT2C TCGA-AB-2940 Allele in normal

NPM1 TCGA-AB-2900, TCGA-AB-2924 Allele in normal Lachowiez et al>l
PHF6 TCGA-AB-2912 Allele in normal Przychodzen et al*4
RUNX1 TCGA-AB-2805, TCGA-AB-2890, TCGA-AB-2927 Allele in normal & PON Jalili et al®>

TET2 TCGA-AB-2876, TCGA-AB-2882 Allele in normal Wang et al®16

TP53 TCGA-AB-2820, TCGA-AB-2860, TCGA-AB-2878 Allele in normal Barbosa et al®l?

Table 2.1: Genes and patients affected by pTiN variants relevant to AML in TCGA
AML.

AML driver genes obtained from IntOGen29 (Figure [2.3]A). One additional variant,
RUNX11, not listed as a driver in IntOGen, was reported to be relevant to AML?%
and is included in (Figure 2.3A).

AML driver genes were significantly enriched among the set of genes affected by
these 129 pTiN variants (P = 3 x 107!, Fisher’s Exact Test). This difference was
also highly statistically significant when we compared the number of pTiN variants
per base pair between AML driver genes and other genes to account for differences in
length between genes in the two groups (P = 1 x 10753, Wilcoxon rank-sum test). In
all, variants in 9 genes of prognostic or diagnostic value were identified in 15 patients
(Table . Thus, 10% of TCGA LAML patients had potential clinically actionable
variants overlooked due to pTiN. For example, two patients had pTiN variants in
NPM1 (Figure ) This would be of potential prognostic value for these patients,
as mutations in NPM1, which occur in approximately 30% of patients with AML,
are associated with favourable response to standard intensive chemotherapy®.

This tool is intended for use with matched cancer/normal VCF files only (not
for germline VCFs). Although it has been used with VCFs generated by other
callers, it is recommended for use with Mutect2 VCFs. It uses the Mutect2-specific
‘TLOD’ subfield to select within records that contain multiple possible alternative
alleles. As other callers do not provide this value in their VCFs non-Mutect2 records
containing multiple possible alternative alleles are currently discarded by vcfView.
We intend to add an option in a future release allowing the user to specify the field
and condition used to calculate the index required to select among multiple possible
alternative alleles when using vcfView with VCFs generated by callers other than
Mutect2. vefView has been tested with tumour exome data from MuTect2 GATKS3
and Mutect2 GATK4 VCF files***. We cannot guarantee it will work with all future
versions of GATK without requiring modification. Mitochondrial DNA variants are
currently excluded. We intend to add an option for their inclusion in a future release.
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Figure 2.3: (A) Alternative allele frequency plot of tumour (blue) and matched
normal (red) TCGA LAML pTiN variants affecting AML-relevant genes. Error
bars show 95% confidence intervals for the alternative allele frequency (estimated
from reference and alternative read counts). (B) vcfView protein plot for NPM1
derived from a VCF summary of the TCGA LAML data set.
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3 Comprehensive and realistic simulation of tu-
mour genomic sequencing data

The contents of this chapter has been published!®? as:
O’Sullivan, B.; Seoighe, C. Comprehensive and realistic simulation of tumour genomic
sequencing data. NAR Cancer 2023, 5, zcad051

Brian O’Sullivan developed the concept and wrote the code. Cathal Seoighe su-
pervised the research and suggested additional features and analyses. The authors
co-wrote the paper.

3.1 Abstract

Accurate identification of somatic mutations and allele frequencies in cancer has
critical research and clinical applications. Several computational tools have been
developed for this purpose but, in the absence of comprehensive ‘ground truth’
data, assessing the accuracy of these methods is challenging. We created a com-
putational framework to simulate tumour and matched normal sequencing data for
which the source of all loci that contain non-reference bases is known, based on a
phased, personalised genome. Unlike existing methods, we account for sampling
errors inherent in the sequencing process. Using this framework we assess accuracy
and biases in inferred mutations and their frequencies in an established somatic mu-
tation calling pipeline. We demonstrate bias in existing methods of mutant allele
frequency estimation and show, for the first time, the observed mutation frequency
spectrum corresponding to a theoretical model of tumour evolution. We highlight
the impact of quality filters on detection sensitivity of clinically actionable variants
and provide definitive assessment of false positive and false negative mutation calls.
Our simulation framework provides an improved means to assess the accuracy of
somatic mutation calling pipelines and a detailed picture of the effects of technical
parameters and experimental factors on somatic mutation calling in cancer samples.

3.2 Introduction

The identification of somatic mutations from high-throughput sequencing (HTS)
data plays a critical role in scientific research and clinical oncology. Cancer driver
mutations continue to inform prognosis, guide therapy and shape our understand-
ing of how cancer develops and evolves. Experimental design and analytical de-
cisions, such as sequencing depth®*¥ target*** and the choice of bioinformatics
pipelines#MHH03A05R0TASBA06 - 411 influence the power and accuracy of somatic muta-
tion detection. Assessing their effects on the recovered somatic mutation landscape
requires HT'S reference data containing a ‘ground truth’ set of somatic mutations for
which the location and source of all loci that contain non-reference bases (a base call
that does not match the reference genome at that locus) are known. Such data is
a key component in the validation and benchmarking of mutation calling pipelines.
The accuracy of the results returned by somatic mutation calling pipelines is critical
for many research and clinical applications; however, studies benchmarking these
pipelines often publish inconsistent results**#44%218440 ipdijcative of the many chal-
lenges faced in this area. The variant allele frequency (VAF) spectrum across all
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somatic mutations is also relevant for understanding cancer origin and evolution®®

and the development of treatment resistance™, as well as for inferring clinically
important metrics such as tumour mutation burden (TMB), purity and ploidy®<’.
Significantly, despite the clinical and research relevance of individual mutation fre-
quencies and the VAF spectrum as a whole, no studies to date have attempted to
assess the accuracy with which the frequencies of somatic variants are inferred by
mutation callers and this represents a significant knowledge gap.

A number of computational tools have been developed to provide ground truth
data to assess the accuracy of somatic mutation callers. Sequencing read simula-
tors, such as ART#*¥, can be used to generate reads from a reference genome. These
are then modified to introduce ‘somatic’ variants (a process known as spiking-in
variants) using software such as BAMSurgeon*®. Although convenient, a reference
based approach does not reflect the diverse sources of variation within real sequenc-
ing data. Increasingly, this is being addressed through a ‘hybrid’ solution employing
both real and synthetic sequences®’®. Real sequencing data is subsampled into two
sets, corresponding to a virtual matched tumour and normal pair, and somatic vari-
ants are then spiked into the tumour reads. However, in addition to the variants
that are purposely spiked in, this data also contains low-frequency somatic variants
present in the source sample from which they were derived, as well as sequencing
errors and other artefacts. The precise origin of this additional variation is likely to
be unknown, creating difficulties for the evaluation of mutation callers.

The computational tools that are currently used to spike in somatic mutations
also have significant limitations. The number of reads that are edited to introduce
the mutant allele at the required locus is typically determined by the product of
specified mutation frequency and the sequencing depth at the site. This fails to take
account of stochastic aspects of the sequencing process. In reality, sequence reads are
a random sample of the DNA at a locus and the observed number of reads containing
the alternate allele is, therefore, a random variable. Failure to take this into account
can result in spike-in bias, where a variant allele is always spiked-in if the product
of the VAF and the sequencing depth is greater than one and never otherwise. For
example, a site designated to contain a somatic mutation with a frequency of 10%,
which is sequenced to a depth of thirty reads will always contain exactly three reads
with the alternate allele if the mutation is spiked in with the widely used tool,
BAMSurgeon®™. However, the number of sequence reads containing the alternate
allele for a somatic mutation of this frequency may be greater or less than three in
real data.

Here we describe a comprehensive and stochastic tool for simulating tumour se-
quencing data which, unlike existing methods, enables precise determination of the
accuracy and power to detect a somatic mutation as a function of its actual fre-
quency within the cancer sample. Analysis of simulated data generated using this
framework provides novel insights into the relationship between the true somatic
mutation frequency spectrum and the empirical frequency spectrum obtained fol-
lowing application of a mutation caller. Using our simulations we assess mutation
caller bias in variant allele frequency estimates and demonstrate the empirical so-
matic mutation frequency distribution corresponding to somatic mutations derived
from a neutral model of tumour evolution. We also perform a comprehensive as-
sessment of false positive and false negative somatic mutation calls, made possible
by the fact that our simulation tool provides the source of all non-reference alleles
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in the dataset.

3.3 Materials and methods

A personalised reference genome containing all germline single nucleotide variants
(SNVs) and indels annotated for 1000 genomes donor HG00110 (female of English
and Scottish ancestry) was created. This was used as a base to simulate normal
and pre-tumour (i.e., before the somatic variants have been spiked in) genomic
sequencing data using the ART read simulator configured with default empirical
error profile and corresponding to depths of coverage, 100x, 200x, 350x and 600x.
All reads in the SAM output generated by ART are aligned to their true location
within the personalised phased genome from which they were simulated. The target
simulated was an exome capture consisting of all hg38 exons plus an additional 100
base pairs at the 3’ and 5’ ends of each capture range. This data was then used as a
base to spike in the required somatic distribution of SNVs. Once the spike-in process
was completed the phased data (a BAM pair corresponding to the maternal/paternal
haplotype set) was merged and realigned against a standard reference (Figure .
Realignment was performed using BWA (v0.7.17)%% with the hg38 reference genome.
Somatic variant calling was performed using Mutect2 according to GATK (4.2.2.0)
Best Practices for somatic short variant discovery®!. Cross-sample contamination
and Base Quality Score Recalibration stages were not run as the data was simulated
without contamination or systematic biases. Mutect2 was called with arguments set
to ensure all filtered variants were recorded in the Variant Call Format (VCF) file
(tumor-lod-to-emit=0). The stochastic simulation framework is written in C, on
the HTSlib 1.13 API®%2,

3.3.1 Simulation of mutation allele frequency spectrum

We used our simulation framework to simulate somatic mutations with defined fre-
quencies. These simulations included the full mutant allele frequency spectrum of
a diploid tumour expected under a neutral evolutionary model®®. We also simu-
lated a low frequency, high burden point-mass at a fixed frequency and finally a
uniform distribution of somatic mutation frequencies to investigate caller detection
rate and inferred allele frequency as a function of true allele frequency. The first
two simulations were repeated across different depths of coverage (100x, 200x, 350x
and 600x) to explore the effect of depth on somatic mutation detection and inferred
allele frequency. The uniform distribution was simulated at a fixed depth of 100x.
Finally, to illustrate the distinction between somatic variant simulation using BAM-
Surgeon and our simulation framework the point-mass simulations were repeated
using BAMSurgeon to spike-in the required burden.

3.3.2 Complete allele spectrum simulation of a diploid tumour derived
from a neutral evolutionary model

A total burden of 2,681 somatic variants within a true frequency range 0.01 to 0.25
was simulated, with a variant allele frequency spectrum for subclonal mutations
corresponding to the neutral model of evolution®, Figure , (i.e. cumulative
distribution function of the mutation frequency, f, proportional to %) The clonal
mutations were simulated with a fixed frequency of 0.5 (the simulation had 100%
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Figure 3.1: Tumour stochastic HTS simulation framework. Personalised phased
donor genome incorporates all SNPs and indels recorded from any 1000 genomes
donor.

tumour purity). Mutations were spiked into each of the four pre-tumour phased
BAM pairs (with depths of 100x, 200x, 350x and 600x). Mutect2 was then run on
the resulting matched tumour-normal pairs. The resulting variant output (VCF)
was compared to the ground truth values.

3.3.3 Low frequency, high burden point-mass somatic distribution

A low frequency burden of 10,000 somatic variants, all with a true allele frequency
of 0.035, was spiked into each of the four pre-tumour phased BAM pairs (100x,
200x, 350x and 600x) using the stochastic simulation framework. Mutect2 was then
run on the matched tumour-normal pairs. The resulting variant output (VCF) was
correlated against its ground truth values (again using the simulation framework).
The observed VAF spectrum was plotted showing the dispersion of allele frequencies
about their ground truth at each of the four sequencing depths.

3.3.4 Uniform somatic distribution

We divided the first half of the allele frequency range (i.e. frequencies from 0 to
0.5) into 100 semi-centile bins. Into each bin we spiked in a uniform distribution
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of 10,000 somatic variants at loci randomly distributed across the target region
in 100x pre-tumour HTS data. For each semi-centile we recorded the percentage
of the ground truth burden that was passed (considered true somatic) or filtered
(considered artifactual) and its associated allele frequencies, as inferred by Mutect2.
From this we created a matrix detailing the detection rate for each semi-centile
and the regions of the spectrum in which that burden was detected, as annotated
by Mutect2. This enables us to predict how the caller performs in detecting a
true burden and identifying its associated allele frequencies. The reasons candidate
somatic variants were filtered by the caller in each semi-centile were also recorded.
The simulations were carried out in groups of 4 semi-centiles per simulation, with
each simulation containing a total burden of 40,000 somatic variants, yielding 25,
100x, tumour /normal pairs which were subsequently analysed with Mutect2.

3.3.5 Simulations of FFPE and 8-oxoG artefacts

We performed additional simulations that included artefacts that are typical of
formalin-fixed, paraffin-embedded (FFPE) samples and oxidative DNA damage. To
simulate artefacts associated with FFPE samples, we downloaded high coverage
(minimum depth > 500) colorectal variant call data®*® from three patients, each
containing two samples, one fresh frozen (FF), the other FFPE (48 hour fixation
time), both of which had been resected from the same tumour. Using variants
identified only in the FFPE sample, we estimated the FFPE SBS signature (based on
the conventional 96 triplet mutation types) associated with this data and created a
context-specific FFPE distribution of simulated artefacts. We then created a second
distribution based on COSMIC signature SBS45°%* to simulate oxidative damage
during sample preparation. Both distributions were combined with an empirical set
of DNA damage artefact allele frequencies®. To preserve the required orientation
the 100x pre-tumour BAMs were each split into two separate files, one with reads
from inserts that aligned to the forward genomic strand and the other containing
the remaining reads. The target burden, totaling 7332528 DNA damage artefacts,
was then divided evenly between forward and reverse strand alignment BAM files
and spiked-in using the stochastic simulation framework. All files were merged back
into the final tumour BAM on completion and realigned against the hg38 reference
before being subjected to variant calling, using Mutect2 in tumour-normal mode.
These simulations did not include any somatic mutations and, consequently, any
variants identified by the caller were false positives.

3.4 Results

The simulation framework developed here, which we refer to as stochasticSim, has
significantly enhanced functionality compared to existing methods (Table . A
key feature is the fully comprehensive truth set. Truth sets based on data derived
from controlled mixtures of distinct samples (usually cell lines) or by spiking in
mutations into a single sample contain germline variants, sequencing errors and
alignment errors, among other artefacts. They also contain true somatic mutations
present, usually at low frequencies, in the original samples. As a consequence,
these simulation methods do not provide an accurate and complete set of the true
somatic mutations in the sample?®242L This is required, for example, for an accurate
assessment of the performance of methods to detect somatic mutations. In contrast,
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Method Features
Germline Somatic Ali " . . .
simulation simulation 1gnmen Haplotype Context Orientation Stochastic Comprehensive
aware aware aware truth set
o - S g
-~ - =
Z o EB|Z = = =2 -
Sz 2|2 =2 2 a2 7
> g\ = & ¢ %
0 n a, 2
Stochastic Simulation | NO  YES YES NO YES NO True hg38 YES YES YES YES YES
Bamsurgeon 2018498 | NO  NO NO YES YES YES Estimate hgl9 YES NO NO NO NO
Cell line admixtureé®®® | NO NO NO NO YES NO Estimate hgl9 NO NO NO YES NO

Table 3.1: Comparison of the functionality of tumour simulation methods. Somatic
indel simulation is not yet supported by stochasticSim. All germline indels, which
account for the vast majority of indels in tumour samples, are simulated however.

a comprehensive truth set not only allows us to identify true and false positives
definitively, but it also enables us to identify the cause of all false positive calls.

Our simulation framework provides a complete record of the source of all non-
reference bases in the data. This allows us to assess the sources of all false positive
and false negative mutation calls. In the first simulation a total of 2,681 somatic
mutations were simulated across a range of frequencies corresponding to a neutral
model of tumour evolution® (Figure [3.2A), with sequencing depths ranging from
100x to 600x. The false positive rate was extremely low, with just one false positive
(due to sequencing error) being detected over four simulations at different sequencing
depths. Overall detection rates at each of the four sequencing depths (100x, 200x,
350x and 600x) were 22%, 28%, 32% and 36%, respectively. The relatively low
proportion of mutations detected in this simulation reflects the large proportion of
low-frequency variants implied by the neutral model of tumour evolution (about
75% of the mutations had a true allele frequency less than 0.05). As the number of
reads carrying the alternative allele is a random variable a number of mutant alleles
were not found at all in the simulated data and therefore would not be detected by
any mutation calling pipeline. At each of the four sequencing depths (100x, 200x,
350x and 600x), 24%, 13%, 8% and 4% respectively of the true somatic burden
received no coverage of the alternative allele at the variant locus. The majority
of the remaining true somatic variants were present at too low frequencies to be
considered by Mutect2 for filtering and were dropped without leaving any record in

the VCF file (Figures [3.2)).

A small proportion of all somatic variants (approximately 2% at 600x), most of
which were also of low allelic frequency were missed as the reads supporting the al-
ternative allele were incorrectly aligned against the reference genome. A substantial
number of the true somatic mutations were removed by mutation caller filters which
incorrectly identified them as artefacts (Figure [3.2B). The contribution of different
filters varied across sequencing depths. Interestingly, the number of true somatic
mutations that failed these filters increased with increasing sequencing depth. This
was mainly due to the alternative allele being incorrectly flagged as a germline or
other artefact common to both the tumour and normal sample (normal_artifact).
As sequencing depth increases so too does the probability of a read error in the nor-
mal sample occurring at the same locus and with the same base as a true somatic
variant in the tumour thereby increasing the number of variants filtered in this way.
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Figure 3.2: A. The ‘ground truth’ or true frequency spectrum of somatic mutations
in our simulation of a diploid tumour derived from a neutral evolutionary model. The
total true burden was 2,681 somatic variants. B. Number of true somatic variants
incorrectly filtered by Mutect2 as artefacts, stacked by filter type, from neutral model
simulations at each of the four sequencing depths, 100x, 200x, 350x and 600x. C.
Probability that a true somatic mutation is passed by Mutect2 as a function of
its true allele frequency for 100x sequencing data with 100% tumour purity. This
simulation was also repeated over a range of depths on a reduced target size (
Supplementary Figure 1). D. Number of true somatic variants incorrectly filtered
as artefacts in the uniform frequency simulations, stacked by filter type. Each bar
represents the fractions of false negatives incorrectly excluded by the caller from a
total somatic burden of 40,000 variants.
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Figure 3.3: VAF plots from Mutect2 output of a diploid tumour derived from a
neutral evolutionary model, overlayed on the ground truth. Ground truth burden is
faded where it starts to extend beyond the y-axes. Depth of coverage is as indicated
on each plot.

3.4.1 Probability of somatic mutation detection as a function of muta-
tion frequency

To investigate the relationship between the probability of detecting a somatic mu-
tation and its frequency in the tumour sample, we simulated somatic mutations
distributed uniformly over a range of frequencies from 0 to 0.5. The true number of
somatic variants together with the total number detected by the caller in each semi
centile were recorded, allowing us to assess the sensitivity to detect somatic vari-
ants over a range of allele frequencies. As expected, the detection rate (defined as
the probability of a true somatic mutation being passed by the caller) was a strong
function of the simulated variant frequency (Figure ). The normal artifact
filter accounted for approximately 34% of true somatic variants incorrectly filtered
by Mutect2 with a significant contribution at lower frequencies (< 0.2) (Figure[3.2).
The number of true somatic mutations removed by the clustered events filter in-
creased with increasing frequency (Figure ) This number was relatively high in
these simulations due to the high burden of mutations simulated in each frequency
band (40,000 somatic variants, randomly distributed across a 76 megabase target
region). This high burden increased the probability of multiple somatic mutations
being spiked-in in close proximity, resulting in them being flagged by this filter. A
small number of true somatic mutations were filtered due to strand bias but this
was not noticeable beyond an allele frequency of 0.1 and it should be noted that no
strand specific artefacts were simulated.
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Figure 3.4: A. The VAF distribution as inferred by Mutect2 from simulated data
consisting of 10,000 somatic mutations each with a true allele frequency of 0.035.
The blue arrow indicates the true allele frequency at which the somatic burden is
located (the ground truth). Each of the overlay plots indicates what is inferred by
Mutect2 at the sequencing depths indicated. The data has been processed using
the smooth.spline function from the base R stats package®?®. The same data are
also available without smoothing (Supplementary Figure 4). B. Explanation of the
somatic variant low-frequency caller bias, as annotated by Mutect2 for the 100x
data from the previous panel.

3.4.2 Empirical mutation frequency spectrum corresponding to a neu-
tral model of tumour evolution

Information on how tumours evolve is relevant for gaining a better understanding
of cancer origin, the development of immune evasion and resistance to treatment.
Models of tumour evolution have implications for the frequency spectrum of so-
matic mutations observed in a cancer sample; however, the relationship between a
theoretical frequency spectrum and the empirical spectrum that is observed when
mutations are called using existing computational pipelines is unclear, particularly
in the case of moderate sequencing depth. We assessed the mutation frequency spec-
trum recovered by the caller for the simulations corresponding to the neutral model
of evolution®® over a range of sequencing depths (100x, 200x, 350x and 600x). These
empirical distributions differ qualitatively for different sequencing depths, with lower
depth simulations having a much higher proportion of mutations at intermediate fre-
quencies than predicted by the neutral model of tumour evolution (Figure . As
expected, the observed frequency spectrum resembled more closely the expected
form (with a cumulative distribution function proportional to the reciprocal of the
frequency) at the higher sequencing depths. The inferred frequencies of somatic
mutations are also relevant for the calculation of TMB, which is typically defined
as the number of somatic single nucleotide variants per megabase (mut/MB) with
an inferred frequency > 0.05. The ground truth TMB for the diploid tumour in
this simulation was 8.5 mut/MB (equivalent to 645 variants with a true frequency
> 0.05, at 100% tumour purity for a 76MB target). TMB was estimated at each
of the four sequencing depths (100x, 200x, 350x and 600x) as 6.99, 7.70, 7.84 and
7.84 mut/MB respectively, with a 12% increase in estimated TMB between 100x
and 600x.
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3.4.3 Misestimation of mutation frequencies

To illustrate the impact of stochastic effects on the estimation of somatic mutation
frequencies we simulated 10,000 somatic mutations at a fixed frequency of 0.035.
The detection rate (i.e. percentage of the somatic mutations annotated as PASS by
Mutect2) at sequencing depths of 100x, 200x, 350x and 600x was 20%, 33%, 45%
and 54%, respectively, with very small numbers of false positive somatic mutations
at each depth (6, 2, 1 and 3, respectively with one of the false positives resulting
from incorrect read alignment and the remainder from sequencing error). The mean
inferred frequencies returned by the caller were 0.065, 0.050, 0.044 and 0.040, il-
lustrating an upward bias (relative to the true frequency of 0.035; Figure 3.41A),
which decreases with increasing sequencing depth. The bias results from the rela-
tionship between the probability of detecting a somatic mutation and the number
of reads containing the mutation. As we move to the right of the spectrum (Fig-
ure [3.4B), the fraction of the variants recovered (ratio of the height of the Pass to
Ground Truth histograms) increases. This results in an allele frequency distribution
for Pass variants with a mode that is shifted to the right, relative to the Ground
Truth distribution. We have identified similar biases in variant allele frequencies
previously, in the context of the use of a mutation frequency threshold in the calcu-
lation of TMB®2", However, as seen in these simulations, a threshold is not required
to observe a bias in the inferred variant frequencies (which are estimated from the
read fractions). We also used these simulations to compare our stochastic simulation
toolkit with read fraction methods of simulating HTS data by repeating the simu-
lation using BAMSurgeon“® to spike-in the required distribution. A similar total
burden was detected by Mutect2 from both simulations (BAMSurgeon totals: 2130,
3016, 4376, 5303, stochastic simulation totals: 2008, 3349, 4473, 5398); however,
there were substantial differences in the VAF spectrum associated between the two
cases (Supplementary Figure 2).

3.4.4 Simulations of FFPE and 8-0xoG artefacts

FFPE is a method of tissue preservation enabling samples to be stored at room
temperature almost indefinitely®*. The procedure also creates asymmetric DNA
damage such as deamination of cytosine to uracil (resulting in the detection of C>T
transitions)®#*. Similarly, oxidative DNA damage introduced during sample prepa-
ration, for example as a by-product of acoustic shearing®#”, generates 8-oxoguanine
(8-0x0G) leading to G>T transversions. Both types of DNA damage usually mani-
fest as a high burden of low frequency artefacts in sequencer output. Only a small
proportion of the simulated FFPE and 8-oxoG burdens (11283 DNA damage arte-
facts from a true total of 7332528, or .0015) met the required (GATK) signifi-
cance threshold to be considered for filtering. The remainder was either ignored
by Mutect2 or no reads carrying the artefacts were recovered from the simulation
output. Of these, 7072 were correctly removed by standard Mutect2 filters (such
as weak_evidence or base_qual). An additional optional filter in Mutect2, which
checks for evidence of orientation bias in the variant call, removed most (99%) of
the artefacts that made it through the standard set of filters. However, even after
this optional filter, 42 variants corresponding to simulated FFPE and 8-oxoG arte-
facts were incorrectly annotated as PASS. Although, the 42 artefacts that made it
through all filters represented only a very small proportion of the original number
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of sites at which artefacts were simulated, this number could have a substantial im-
pact on results in many studies. A large-scale empirical analysis of TMB in over 100
tumour types indicated a median value of 2.7 mut/MB®%. This would translate as
205 somatic mutations on the simulation target used in this study. Together with
42 artefacts incorrectly annotated as PASS this would imply a false positive rate of
20%.

As expected, the mutational profile detected by Mutect2 resembles an FFPE and
8-0xoG DNA damage signature (Supplementary Figure 3). Interestingly, the total
median depth at true negative loci (where the DNA damage artefact was correctly
filtered by Mutect2) was 95, as opposed to 50 at false positive loci (where the damage
was incorrectly passed). The median number of reads supporting the alternative
allele recorded by the caller was 5 at true negative loci and 3 at false positive loci,
with median alternative allele frequencies of 0.054 and 0.084, respectively. In the
case of true negatives, 4043 out of a total of 4169 true negatives contained evidence
supporting the candidate somatic allele on one genomic strand only. The remaining
records contained evidence from both genomic strands with the evidence from one
strand caused by sequence error. In the case of false positives however only 30 out of
42 recorded evidence of the alternate allele from one genomic strand only, suggesting
interaction between false positives arising from DNA damage and the occurrence of
the same substitution due to sequencing error on the opposite strand (P = 5e-09,
from Fisher’s exact test). In effect, in the case of 12 false positives, a sequence error
enabled the DNA damage artefact to escape the orientation bias filter as evidence of
the alternative allele was present on both genomic strands. To explore the scenario
in which histologically normal tissue adjacent to the FFPE tumour sample is used
as a control we spiked-in the same level of FFPE and 8-oxoG burden to the normal
sample and re-ran the somatic variant calling pipeline. This simulation yielded
similar results (34 false positives with 12 showing evidence of the alternate allele on
both strands).

3.5 Discussion

We have developed a computational framework for simulating personalised, phased,
cancer genome sequencing data that creates a somatic SBS cancer distribution in a
base BAM file containing all germline indel and SNV variation from a 1000 Genomes
donor. Cancer indel and structural variants are not yet simulated by this frame-
work. Our framework provides a comprehensive report on the sources of all non-
reference sites in the simulated data and accounts for the randomness in the number
of reads that contain the non-reference allele at somatic mutation sites. We have
applied this framework to assess the performance of a widely used pipeline to call
somatic mutations. In agreement with previous reports®#404229 our initial analysis
indicated that the GATK4 Mutect2 pipeline had a very low rate of false positive
mutation calls. However, preanalytical factors, particularly those associated with
sample storage and preparation can significantly impact downstream somatic variant
analysis. Artefacts introduced in these stages are overlooked by current bioinfor-
matic simulation methods (Table and not accounted for in their assessment
of caller specificity. To illustrate this we tested the GATK orientation bias filter
against simulated FFPE and 8-oxoG damaged sequencing data and demonstrated
a mechanism by which orientation bias artefacts escape GATK filtering leading to

67



3 COMPREHENSIVE AND REALISTIC SIMULATION OF TUMOUR
GENOMIC SEQUENCING DATA

additional caller false positives. We also quantified the number of false negatives,
corresponding to true somatic variants that were incorrectly filtered by Mutect2 and
investigated biases in allele frequency estimation.

Misestimation of allele frequency may be of particular scientific and clinical rel-
evance. We have previously reported a bias in the inferred mutation frequency
when only mutations with an observed frequency greater than a threshold are con-
sidered®®. Despite the absence of an explicit threshold, simulations in this paper
reveal a similar allele frequency bias resulting from the dependence of mutation
detection probability on the number of reads that support the mutant allele (Fig-
ure . The mutation frequencies at which this bias is observed decrease with
increasing depth of coverage (Figure . The novel simulation framework enabled
us to investigate such biases in realistic simulated data using a commonly applied
somatic mutation calling pipeline. It also allowed us, for the first time, to determine
the observed frequency spectrum that results when mutations from a theoretical
spectrum corresponding to a model of tumour evolution are called from cancer se-
quencing data.

We found that a substantial number of true somatic variants were excluded by
the caller as a consequence of being incorrectly identified as an artefact common
to both tumour and normal samples. Mutect2 filters candidate variants based on
minimal evidence of their presence in the normal sample (normal_artifact), even
when the variant is present at much greater frequency in the cancer sample. This
means, along with filtering a number of (primarily germline) true negatives, true
somatic variants can also be removed due, for example to sequencing errors in the
normal sample. Our simulations, which used the same depth of coverage in both
tumour and normal, demonstrated this can be a significant issue, particularly at
high depths. For example, one variant was incorrectly flagged as normal_artifact
based on its detection by Mutect2 at an allele frequency of 0.00054 in the 600x
normal sample. The allele in the normal was, in fact, a sequencing error. The
median allele frequencies in the normal for which normal artifact false negatives
were excluded at depths 100x, 200x, 350x and 600x were 0.0064, 0.0039, 0.0022 and
0.0016 respectively. In practice, the normal sample is often sequenced to a lower
depth than the cancer sample. This would reduce the number of mutations that are
lost in this way. However, some assays require the same depth of coverage in the
normal (for example, copy number analysis) while another publication recommends
as high a depth of coverage as possible in both tumour and normal samples®.
We recommend manual curation of variants filtered solely as normal_artifact,
particularly where they may be of clinical relevance.

3.6 Conclusion

High-confidence identification of somatic mutations in tumour samples and accu-
rate inference of their frequencies is important for clinical decision making and in
cancer research. Realistic simulations continue to play a key role in this regard,
improving our understanding of the performance of computational pipelines that
have been designed to identify somatic mutations. The extremely low false positive
rates achieved by somatic variant callers such as Mutect245#404529 aye in part en-
abled by an extensive set of filtering steps designed to remove artefacts. However,
we have demonstrated that strict thresholds enforced by some of these filters come
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at a price, in terms of power, with some true mutations being flagged by the filters.
We have highlighted limitations in existing methods of assessing the false positive
rates of mutation callers and demonstrated a mechanism through which DNA dam-
age introduced during the preanalytical phase of the sequencing process can lead to
false somatic mutation calls. We have also quantified the extent of the bias in the
estimated frequencies of the somatic mutations that are identified, as a function of
sequencing depth and determined the empirical mutant frequency spectrum corre-
sponding to the neutral model of tumour evolution. Our simulations also allow us
to predict caller detection rate as a function of allele frequency. This novel simula-
tion tool can be applied to evaluate the accuracy with which individual mutations
or mutation burdens are calculated and to compare the observed frequencies of so-
matic mutations to their expected distribution under competing models of tumour
evolution.

3.7 Data Availability

The software and results relating to this publication are available at Zenodo with
DOI 10.5281 /zenodo.8155004. The stochastic simulation framework is also available
from https: //github.com/BrianOSullivanGit /stochasticSim..

3.8 Supplementary data
Supplementary Data are available at NAR Cancer Online at .
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Figure 4.1: Distribution of KRAS mutations in pancreatic cancer®%, Figure cour-
tesy of KRAS mutation in Pancreatic Cancer®9,

4 Pancreatic ductal adenocarcinoma, St James’s
Hospital cohort study

4.1 Introduction

Pancreatic ductal adenocarcinoma (PDAC), is a severe and highly prevalent form
of pancreatic cancer. It is the seventh leading cause of cancer death worldwide®3L,
Despite significant advancements in cancer treatment, the 5-year survival rate for
PDAC has remained remarkably consistent over the past six decades, at just 12%531.
The human RAS oncogene family, identified in the early 1980s, is the most frequently
mutated oncogene in human cancers and KRAS®32 in particular, plays a significant
role in PDAC with the predominant driver KRAS-G12, along with less common
Q61, G13, and G15 mutations, found in approximately 85% of all PDAC cases
(Figure {4.1]). Despite considerable research spanning several decades, attempts to
develop a KRAS inhibitor proved unsuccessful, leading to its characterization as
‘undruggable’. However, a significant breakthrough in 2013 identified a novel bind-
ing site in oncogenic mutant KRAS G12C, presenting a promising drug target for
inhibition®3. The discovery culminated in the development of sotorasib®¥ the first
FDA-approved KRAS inhibitor, indicated for the treatment of G12C mutated non-
small cell lung cancer (NSCLC), which effectively stabilises the G12C oncoprotein in
an inactive GDP-bound state. This breakthrough has encouraged PDAC research
efforts in other targeted therapies for KRAS G12 oncoproteins. Recent findings
in murine models involving inhibitor therapy targeting KRAS G12D535 the most
prevalent driver variant in PDAC, have exhibited substantial and enduring tumour
regression, instilling fresh hope for a potential breakthrough therapy for the disease.

As part of a collaborative research effort on pancreatic cancer in association with
Trinity College Dublin and St James’s Hospital, we obtained tumour-only sequenc-
ing and somatic variant data from a cohort comprising 60 individuals diagnosed

70



4 PANCREATIC DUCTAL ADENOCARCINOMA, ST JAMES’S HOSPITAL
COHORT STUDY

with early onset and aggressive pancreatic ductal adenocarcinoma, which was sus-
pected to have a hereditary basis. Matched normal control samples were unavailable.
The data was described as 30x WGS of FFPE tissue samples that had been subset
to a 196MB target region of interest, which included the exome and other regula-
tory regions of the genome. The mean tumour purity for the cohort was stated as
45%. Somatic variant calling had been performed using the GATK 4.2.6.1 Mutect2
tumour only variant calling pipeline including GATK orientation bias filtering for
FFPE treated samples. Initial analysis of variant calling output performed by the
bioinformatics team at Trinity College Dublin and St James’s Hospital highlighted
a higher than expected burden of somatic variants annotated as PASS in the filtered
Mutect2 VCF output. The burden was suspected to be primarily germline in origin
and concerns of possible DNA damage to the samples were noted. In an attempt to
exclude a substantial number of presumed artefactual records from the data, addi-
tional filtering strategies were implemented. Supplementary population databases
were consulted to further reduce germline artefacts. To mitigate the impact of se-
quencing artefacts records with fewer than 2 reads supporting the alternate allele
and those with an allele frequency below 0.05 were also excluded. However these
methods did not achieve the expected reduction in burden. The low incidence of
KRAS G12D/V (compared to the prevalence noted in the literature®®) recovered
from somatic variant calling was noted. The team expressed concerns about the
suitability of the data for somatic variant analysis in PDAC and the ability to infer
the true incidence of KRAS within the cohort from the data available. Based on
the data, it remained unclear what proportion of the variants detected by Mutect2
represented genuine tumour mutations.

As part of the initial analysis conducted at the University of Galway, somatic
variant data from the PDAC cohort was aggregated, and the allele frequency spec-
trum was examined. Tumour-only somatic variant calling pipelines typically retain
a significant number of germline artefacts that persist despite the application of fil-
tering algorithms dependent on germline databases or panels of normals to exclude
germline variation from variant caller output. Given that these artefacts exist in
the DNA of both tumour and normal cells, we anticipated their distribution in the
allele frequency spectrum to centre around 0.5 for heterozygous alleles and one for
homozygous alleles. We also expected a smaller proportion of putative tumour mu-
tations centred around an allele frequency of 0.225, considering the reported average
tumour purity of 45%. However, the observed burden differed significantly from our
expectations.

The burden detected by Mutect2 was notably higher than anticipated (over 50
times the level expected for PDAC®%)  predominantly characterised by a substan-
tial number of variants with frequencies around 0.18. Considering that the cohort
samples underwent FFPE treatment and were subject to low-depth sequencing, we
opted to explore supplementary variant filtering strategies. Our objective was to
determine whether the predominant burden identified by Mutect2 resulted from
orientation bias artefacts introduced during sample preparation.

The standard GATK orientation filter applied to this cohort systematically ex-
amines the F1R2 and F2R1 attributes located within the format field of each VCF
record, in conjunction with a set of context-specific priors, to filter the record if
evidence for the allele comes primarily from inserts that align to one genomic strand
(forward or reverse) only. However, with this method, it is not always possible to
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detect a statistical signal of orientation bias in the presence of FFPE or 8-oxoG
damage, particularly at the low alternative allele depths found in heavily damaged,
low-coverage, FFPE samples. This may result in a large number of artefacts making
it through the GATK orientation bias filtering staget¢3.

In this chapter we highlight the presence of somatic and germline variants in
the sequencing data of each PDAC cohort member. We implement supplementary
filtering strategies, specifically targeting variant records that were deemed to be the
result of FFPE or oxidative (8-oxoG) damage. Subsequently, we investigate whether
the incidence of KRAS mutations among this PDAC cohort was significantly less
than would be expected, considering the prevalence of KRAS in the broader PDAC
patient population. Using methods described in Chapter 3, we estimate the average
sensitivity of detecting somatic variants, and the sensitivity to detect KRAS G12D
in particular for the specific method of sample preparation, target region, sequencing
strategy and variant calling pipeline employed in creating the PDAC dataset. We
use this information to reassess the incidence of KRAS mutations identified by
Mutect2 in the PDAC dataset. In addition we reevaluate evidence for the presence
of mutations at pileup loci associated with known KRAS driver mutations in cohort
members where KRAS had not been identified by Mutect2 or where the relevant
KRAS variant records had been removed from the analysis by variant filtering.

4.2 Methods

4.2.1 Additional orientation bias filtering strategies to remove FFPE /8-
oxoG damage variants

To confirm the presence of a somatic burden in the variant caller output the filtered
VCFs from each member of the cohort were subjected to an additional level of
filtering to remove variant records that may have been as a result of FFPE or 8-
oxoG damage. This was achieved by implementing an additional filtering method
(Appendix A to remove records from analysis that did not demonstrate evidence
of absence of FFPE and 8-oxoG damage. Evidence of absence was defined as the
presence of two or more reads that contained the alternate allele in aligned inserts
from to both the forward and reverse genomic strand. The VAF spectrum post
additional FFPE filtering was then reevaluated.

4.2.2 Estimation of average sensitivity of somatic variant detection

Several independent methods were employed to evaluate the average sensitivity of
somatic variant detection across the PDAC target region and the significance of
the detected incidence of pathogenic KRAS (24 out of 60 patients or 40%), in
particular. The observed incidence of KRAS is not only influenced by its prevalence
in the broader PDAC patient population (assumed to be 85%) but also by the
sensitivity to detect it, which in turn depends on the sequencing and variant calling
strategies employed when creating the dataset. A typical approach to estimating
the sensitivity of somatic variant detection used in molecular diagnostics is based
on the binomial distribution®*##0443 Tn this case, the sensitivity (s) of detecting a
mutant allele, which has a true variant frequency (f) at a mean depth of coverage
(d), where the minimum alternative allele depth required to call a somatic variant
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is (m), is estimated as s = 1 — pbinom(m,d, f), with pbinom() representing the
cumulative binomial probability function.

Employing empirical values derived from cohort sequencing and somatic variant
data for the minimum alternative allele calling threshold and average depth of cov-
erage, we applied a binomial model to estimate sensitivity as a function of allele
frequency for this dataset. Subsequently, we used this model to estimate the sensi-
tivity of somatic variant detection at 45% tumour purity, using it as a basis to assess
the significance of the 40% incidence of pathogenic KRAS within this PDAC cohort.
The binomial approach however presents a number of challenges, particularly due
to the absence of consensus on establishing the minimum alternative allele depth
required for calling a somatic variant, an essential parameter within this model.
In contrast, instead of implementing a minimum alternative allele depth threshold,
somatic variant callers typically consider base and mapping qualities at the pileup
when assessing evidence for an alternative allele, and putative variants also undergo
stringent filtering. These factors impact somatic variant detection sensitivity, yet
none are represented in the binomial model used in its estimation. Mindful of these
limitations, we compared the binomial estimate of KRAS detection sensitivity with
other methods for estimating sensitivity.

As an alternative strategy to employing the binomial model for assessing the
average sensitivity to detect somatic variants across the target region as a function
of allele frequency within this cohort, we conducted a series of simulations at 26x,
the mean depth of coverage in the St. James’s PDAC cohort. These simulations
incorporated mean fragment length (122 bp), read length (100 bp) and PDAC tar-
get region as well as a sequence error profile generated using ‘art_profiler_illumina’
based on sequencing data from the PDAC cohort. The allele frequency spectrum
was divided into 200 semi-centile bins, and a uniform distribution of 50,000 somatic
variants was created at loci randomly distributed across the target region in each
bin. A phased, pre-tumour pair of BAM files with a combined total of 26x depth of
coverage was created using the stochastic simulation framework, ART read simula-
tor, and the 1000 Genomes germline VCF of donor HG00110 (a female of English
and Scottish ancestry). These files were then used as a base for simulations to
estimate the average variant detection sensitivity.

The simulations were conducted in groups of four semi-centiles of the VAF spec-
trum per simulation, with each simulation containing a uniformly distributed burden
of 200,000 somatic variants. This process resulted in 50 virtual tumour BAM files,
which were subsequently analysed with Mutect2 using default parameters. For each
semi-centile, we recorded the percentage of the ground truth burden that passed
(considered true somatic) or was filtered (deemed artefactual), along with its as-
sociated allele frequencies from the filtered VCF output as recorded by Mutect2.
This data was used to represent the average detection sensitivity for a member of
this cohort as a function of allele frequency (Figure . This plot was compared
with a theoretical estimate of sensitivity of somatic variant detection based on the
binomial distribution**! and was also used as a basis to assess the significance of
the 40% incidence of pathogenic KRAS within the PDAC cohort. The number of
true germline and alignment artefacts, false positives misidentified as somatic during
variant filtering, was also recorded.
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4.2.3 Estimation of KRAS sensitivity of detection using cohort simula-
tion

The first step in establishing a comprehensive simulation of the PDAC dataset in-
volves generating a set of BAM files that represent each patient in the cohort.
Simulations based on a randomly distributed burden within the target genomic re-
gion are essential for attaining a balanced assessment of the sensitivity in detecting
somatic variants from a particular sequencing assay. However, in this instance, the
sensitivity of detection at specific pathogenic KRAS loci in PDAC is of particular
interest. The sensitivity of somatic variant detection varies based on the genomic
location of a given variant. Additionally, the average depth of coverage, which varies
significantly across this PDAC cohort, and DNA damage artefacts may also influ-
ence sensitivity. To compare the specific incidence of KRAS identified by Mutect2
in this PDAC cohort with the prevalence of KRAS in the broader PDAC patient
population, with greater precision than would be obtained from previous detection
sensitivity estimates, we generated 60 BAM files with varying depths of coverage
20x (1 BAM), 22x (8 BAMs), 24x (20 BAMs), 26x (16 BAMs), 28x (11 BAMs), 32x
(3 BAMs), 36x (1 BAMs) using the stochastic simulation framework described in
Chapter 3, ART read simulator and HG00110. Each BAM file represents an individ-
ual in the PDAC cohort. The BAM files serve as a base for spiking-in both somatic
and artefactual distributions used in simulating this cohort. The selected depths of
coverage were deliberately chosen to closely align (within a 2x margin) with those
observed in the actual PDAC cohort. Furthermore, a read length of 100bp and a
mean fragment length of 122bp were selected to mirror the sequencing strategy used
in the St. James’s PDAC cohort. A custom ART read quality profile was also de-
rived from the PDAC dataset’s BAM files and employed in the generation of BAM
files for this cohort simulation.

Following the generation of the set of base BAM files, an artefactual distribution
mirroring that observed within the PDAC cohort was simulated. Patient VCF data
was subsetted to extract SBS records where evidence for the alternate allele was
supported exclusively by five or more reads originating from inserts aligned to the
same genomic strand. These records were assumed to be due to orientation bias,
possibly induced by factors such as FFPE or oxidative (8-0xoG) damage. Subse-
quently, the data was further stratified based on the strand on which the damage
was observed (forward or reverse), and annotated with the corresponding tri-allelic
context for each record (using bedtools getfasta). The proportion of the total bur-
den, specific to each tri-nucleotide sequence context, for the target region under
investigation, was recorded. This empirical DNA damage profile was then used to
simulate a distinct set of orientation bias artefacts within the target region of interest
for each cohort member%d. The true artefactual burden that represents the cohort
average was estimated through simulation to be approximately 5.5x10° artefacts,
distributed within a region of the allele frequency spectrum ranging between 0.005
and 0.01. This artefactual burden was spiked-into each of the 60 base BAM files
of the PDAC simulation group. To preserve the required orientation, the simulated
pre-tumour BAMs were each split into two separate files, one with reads from inserts
that aligned to the forward genomic strand and the other containing the remaining
reads. The target artefactual burden, totalling 5.5x10° DNA damage artefacts, was
then spiked-in as required to the forward and reverse alignments using the stochastic
simulation framework®® after which the alignments were remerged.
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With the artefactual burden in place, the somatic variant KRAS G12D was then
introduced into all pre-tumour BAMs. The spike-in process was performed within
alternate haplotypes in each BAM. Following this, the pairs of pre-tumour haplotype
BAMs were merged and realigned against the hg38 reference. Somatic variant calling
was performed by applying Mutect2 in tumour-only mode to the simulated tumour
BAM files, and the incidence of detected KRAS G12D was evaluated. Subsequently,
the DNA damage trinucleotide profile and reference and alternative allele depths
were compared between the simulation and PDAC patient cohort.

4.2.4 PDAC patient cohort, KRAS incidence and further analysis

The incidence of known KRAS driver mutations in the St. James’s PDAC cohort
was determined from Mutect2 VCF output. Following this, variant records that had
been removed by GATK filtering were re-evaluated. The reference and alternative
allele depths at recognized KRAS hotspot loci were assessed to identify potential
driver mutations overlooked by Mutect2. Other recurrently observed mutations
among patients in this cohort, in genes associated with cancer, were also noted and
examined.

4.3 Results

4.3.1 The somatic allele frequency spectrum and potential driver vari-
ants in the PDAC patient cohort

The incidence of known KRAS driver mutations in the St. James’s PDAC cohort
was determined from variant records annotated as ‘PASS’ in Mutect2 VCF output
(Figure [£.2). In total, pathogenic KRAS variants were identified in 24 out of the
60 patients in the cohort, corresponding to an incidence of 40%. A number of other
KRAS VCF records were filtered due to insufficient evidence of the alternate allele
or as a result of detecting orientation bias at the variant locus (Table [4.1] and
Figure . The implementation of an additional orientation bias filtering strategy,
specifically designed to exclude variant records that did not exhibit a clear absence
of FFPE or oxidative (8-oxoG) damage, led to a substantial reduction in the somatic
burden identified. The total count of somatic mutations within the cohort decreased
by 98%, from 1,462,363 to 25,113. The additional variant filtering also had a sig-
nificant influence on the allele frequency spectrum recovered from the data, reveal-
ing distinct patterns of both germline heterozygous and homozygous distributions,
while also highlighting a discernible low frequency somatic burden in the majority
of samples (Appendix B . Unfortunately, this enhancement in specificity was
accompanied by a notable decrease in variant detection sensitivity, especially in the
region of the frequency spectrum expected to contain somatic variants (estimated to
be centred at 0.225 in this cohort). With additional variant filtering the number of
individuals in whom pathogenic KRAS mutations were detected fell from 24 (40%)
to just 5 (13%).

In addition to KRAS, there were recurrent mutations at several other cancer as-
sociated loci recorded in patient VCF files across the cohort. Recurrent mutations in
mucin genes MUC3A and MUC5AC are of particular interest. Mucins, a family of
multifunctional glycoproteins, are believed to fulfill various roles in pancreatic biolog-
ical processes, primarily contributing to the protection, hydration, and lubrication of
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Figure 4.2: Occurrence of five pathogenic KRAS variants annotated as ‘PASS’ by
Mutect2 in St. James’s Hospital PDAC cohort. The error bars indicate the standard
error of the proportions.

epithelial tissues. Mucins have a long association with various cancer types, particu-
larly pancreatic cancer, and have been used as both diagnostic biomarkers and ther-
apeutic targets®®, It is common, in tumour only mode, for Mutect2 to incorrectly
classify a substantial number of less common germline variants that are not present in
the germline resource file as somatic. In an attempt to minimise this issue, recurring
variants in mucin genes were cross-checked against an additional germline database
(1000 genomes), leading to the removal of a further 11 suspected germline variants
from the analysis. MUC5AC has been associated with carcinogenesis and an aggres-
sive, chemoresistant pancreatic cancer phenotype.?3#040bdlbA2 Tn total, recurrent
mutations in MUC5AC were found in 15 patients. The co-occurrence of MUC5AC
P1569L (chr11:1182851C>T) and T1570T (chr11:1182855G>T) was identified in
four patients (P24A, P31A, P59A, P5A). MUC5AC p.P1919L (chr11:1183901C>T)
was present in six patients (P16A, P29A, P3A, P44A, P50A, P9A). Additionally,
MUC5AC p.P1919L (chr11:1188915C>T) was found in seven patients (P10A, P21A,
P32A, P50A, P59A, P5A, P7A), and MUC5AC p.A4396A (chr11:1191333C>A) in
five patients (P21A, P23A, P32A, P3A, P7A). Recurring mutations in MUC3A, a
gene also associated with pancreatic cancer®?, were identified in 35 members of the
PDAC cohort (Appendix C[5.2).

4.3.2 Sensitivity of somatic variant detection in PDAC

The median alternative allele depth of variants annotated as ‘PASS’ by Mutect2 in
the PDAC cohort was derived from patient VCF files. This value (2) served as a
working estimate for the alternate allele depth calling threshold when applying the
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Patient Variant Protein change Ref. allele depth Alt. allele depth
P2A chr12:25227342T>C Q61R 11 2
P3A chr12:25245350C>A G12V 26 7
P6A chr12:25245350C>T G12D 19 4
P9A chr12:25245350C>T G12D 18 2
P15A  chr12:25245350C>T G12D 19 8
P17A  chrl12:25245350C>T G12D 22 3
P18A  chr12:25245350C>A G12V 14 4
P20A  chr12:25245350C>T G12D 19 5
P22A  chr12:25245350C>A G12V 23 7
P23A  chrl12:25245350C>A G12V 23 6
P27A  chrl12:25245350C>A G12V 19 6
P30A  chr12:25245341C>T G15D 9 1
P30A  chr12:25245350C>A G12V 11 1
P31A  chr12:25245350C>T G12D 20 5
P32A  chr12:25245350C>A G12V 37 7
P34A  chrl12:25245350C>A G12V 12 3
P36A  chrl12:25245350C>A G12V 10 3
P38A  chr12:25245350C>A G12V 1 1
P42A  chr12:25245350C>T G12D 10 2
P43A  chr12:25245350C>A G12V 19 16
P48A  chrl12:25245350C>A G12V 26 10
P49A  chrl12:25245350C>A G12V 27 4
P51A  chr12:25245350C>T G12D 20 5
P54A  chr12:25245351C>A  G12C 18 4
P60A  chr12:25245350C>T G12D 9 2

Table 4.1: Pathogenic variants identified in KRAS using Mutect2. In total,
pathogenic KRAS variants were identified in 24 members of the PDAC cohort, all
of which were confirmed to be missense mutations. Of note, two pathogenic KRAS
mutations, G12V and G15D, were detected in patient P30A, while patient P54A,
with KRAS G12C, would currently be considered a candidate for the recently devel-
oped KRAS G12C covalent inhibitor therapy. The depth of coverage at the variant
locus and depth of coverage of the alternative allele were evaluated using SAMtools
with overlap handling enabled (by default) and minimum thresholds for base and
mapping quality set at 20. The mean depth of coverage at the variant locus was
17.68 (the Mutect2-adjusted depth values, compiled from informative reads after
local reassembly, are accessible from the corresponding VCF files).

7



4 PANCREATIC DUCTAL ADENOCARCINOMA, ST JAMES’S HOSPITAL
COHORT STUDY

0.3+
ENSTO00000256078.9
&  tramashift
G 12[: ® nongense
ONEY NONY MoLe
Q61R

0.24 STy MOS
g G150
@
=]
o
2
®
2
<4

E3K
ES1DKKSDLIKEVRK
=
193F
0.0+ I 1
LIJ !:ll"J ‘ILI1U 1 !I:-Li EEIU

Mutation position within peptide

Figure 4.3: Selection of protein plots from vefView for KRAS variant records anno-
tated as ‘PASS’ in patients P54A (G12C), P30A (G15D), P2A (Q61R), and filtered
variants in P61A (E3K, filtered as orientation bias) and P12A (I93F and E91 inser-
tion, both filtered as weak evidence).

binomial model to assess the sensitivity of somatic variant detection in the PDAC
dataset. In this simplified model, it is assumed that all variants with an alternative
allele depth greater than two will be passed by the caller. The median insert length
of all properly paired alignments in the PDAC cohort was determined to be 122 bp,
with a read length of 100 bp, using SAMtools. FFPE induces DNA damage that
can necessitate the selection of shorter fragment lengths during library preparation.
In this instance, the combination of a short insert length and a relatively long
read length resulted in a very high proportion of overlapping read pairs in the
sequencing data. This required the adjustment of the effective depth of coverage
estimation to 17x when calculating the sensitivity of detection using the binomial
model. Consequently, the projected detection sensitivity using this model was 0.77,
implying a significantly lower incidence of pathogenic KRAS (40%, p=>5.0x107, from
the binomial test) in the PDAC cohort than anticipated, given its prevalence in the
general PDAC population.

The sensitivity of somatic variant detection and the significance of the detected
incidence of pathogenic KRAS, both determined using the binomial approach, were
reassessed by comparing them against an empirically derived sensitivity profile. This
profile was generated through simulations using an average depth of coverage, aver-
age fragment and read length, and sequence error profile that matched that observed
in the PDAC cohort (Figure . The empirically derived detection sensitivity ex-
hibited a notable decline compared to the value anticipated by the binomial model
at allele frequencies greater than 0.2. Notably, the 95% Limit of Detection (LoD)
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Patient Filter reason ~ Variant type Variant Protein change Ref. allele depth  Alt. allele depth
P4A orientation MISSENSE chr12:25245350C>T G12D 14 2
P5A weak_evidence MISSENSE chr12:25245350C>T G12D 13 2
P12A weak_evidence IN_FRAME_INS chr12:25227251_25227252ins E9IDKKSDLIKEVRK 45 0
P40A  weak_evidence MISSENSE chr12:25245350C>A Gl12v 15 2
P50A  weak_evidence MISSENSE chr12:25245351C>G GI12R 22 2
P61A  orientation MISSENSE chr12:25245378C>T E3K 19 1

Table 4.2: Members of the PDAC cohort for whom all pathogenic KRAS records
identified by Mutect2 failed variant filtration. The depth of coverage at the variant
locus and depth of coverage of the alternative allele were evaluated using SAMtools
with overlap handling enabled (by default) and minimum thresholds for base and
mapping quality set at 20.

projected by the binomial model at an allele frequency of 0.33 was not attained at
any allele frequency in the empirical simulations. The predicted sensitivity of de-
tection at the expected somatic clonal centre (0.225 at a tumour purity of 45%) was
0.72, a small decrease on the previous estimate. The incidence of pathogenic muta-
tions in KRAS observed in the cohort (40%) was significantly lower than expected,
given this detection sensitivity (p = 0.0007, from the binomial test). In addition, a
number of false positives, including approximately 2000 germline artefacts and 60
alignment artefacts, were incorrectly identified as somatic during variant filtering.

Simulations based on a randomly distributed burden within the target genomic
region are key to obtaining a balanced assessment of the sensitivity to detect so-
matic variants from a particular sequencing assay. However, in this PDAC dataset,
assessing the sensitivity to detect a set of key pathogenic KRAS variants is of partic-
ular interest. Out of the 60 individual simulations representing each cohort member,
matching the depth of coverage, error and DNA damage profile (Figure [£.5)), and av-
erage tumour purity in the PDAC cohort, Mutect2 successfully detected (annotated
as ‘PASS’) the KRAS G12V variant in 53 simulations. In the seven simulations
where KRAS variants were not detected, four were attributed to low coverage at
the variant locus, resulting in no reads containing the alternate allele.

In two of the remaining simulations, reads containing the alternative allele were of
low base or mapping quality and were discarded by Mutect2 or lost due to incorrect
alignment. In the final simulation, Mutect2 generated a VCF record for the KRAS
allele; however, this was subsequently filtered as weak evidence. This result indicates
a sensitivity of detection at the KRAS G12V locus of 88% at 45% tumour purity, also
implying a significantly lower incidence of pathogenic KRAS in the PDAC cohort
than expected (40%, p=1.85e-06, from the binomial test), given the 85% KRAS
prevalence in the general PDAC population.

The mean total SBS burden across the simulated cohort was 18,990 variants
annotated as PASS by Mutect2, compared to 19,423 per patient in the PDAC cohort.
Approximately 90% of the simulated burden consisted of false positives due to DNA
damage artefacts, with the remainder caused by germline artefacts and a small
number resulting from alignment and sequence errors.

We then compared the reference and alternative allele depths at the KRAS G12
locus between the simulated data and the actual sequencing data from the PDAC
cohort. Both the simulated and real datasets exhibited the same average total depth
of coverage of 25x across the mutant KRAS locus. The median base quality across
all reads at the pileup loci of KRAS G12 was slightly higher in the simulated data
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Figure 4.4: Sensitivity to detect somatic variants as a function of allele frequency.
The theoretical sensitivity plot is estimated using the binomial distribution at a 17x
depth of coverage, accounting for read pair overlap, and with a minimum alternate
allele depth required to call a somatic variant set at 3 or more reads. The empirical

plot is derived from simulations at 26x, representing the average depth of coverage
in St. James’s PDAC cohort.

(37 vs 32). Interestingly, evidence of pathogenic KRAS alleles in the PDAC cohort
was detected at low alternate allele depth in reads at the variant pile-up in 15 out of
30 patients, where Mutect2 output did not identify any variant record (Table .
To assess whether the evidence of pathogenic KRAS alleles in these patients might
be attributed to sequencing or other artefacts, we compared the total number of
reads containing non-reference bases at pathogenic KRAS loci chr12:25245350 and
chr12:25245351 against randomly selected loci close to the pathogenic KRAS vari-
ant, specifically chr12:25251748 and chr12:25251749, across all 30 PDAC patients.
These adjacent loci share the same sequence context and approximate coverage as
the pathogenic KRAS loci. In total, only one read containing a non-reference base
was detected at these adjacent loci, indicating a significant association between
reads containing evidence of an alternate allele and pathogenic KRAS G12 related
loci (p=1.455e-08, from Fisher’s exact test). Mutant KRAS records in the PDAC
cohort that had failed variant filtration were also re-evaluated (Table [4.2)). In total,
six members of the PDAC cohort had KRAS records identified by Mutect2 that
failed variant filtration. Among these, four were filtered due to weak evidence. The
logyo likelihood of the existence of pathogenic KRAS in the tumour, as noted in the
Mutect2 VCF output for each of the four patients, P5A, P12A, P40A, and P50A,
was 3.43, 3.41, 3.05, and 3.78, respectively, implying a probability of pathogenic
KRAS greater than 0.999 in each patient. Two additional KRAS records, G12V
and E3K in P4A and P61A, were filtered due to orientation bias.
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Figure 4.5: Mutational profile of simulated and real data representing one of the
patients in the PDAC cohort. A: Actual mutational profile observed from variant
records annotated as ‘PASS’ by Mutect2 in patient P6A with a depth of coverage
of 26x. B: The mutational profile observed in variant records annotated as ‘PASS’
by Mutect2 in simulated data, with a depth of coverage of 26x. The mutational
profile chosen for the simulated data was derived from all SBS records in the PDAC
dataset where evidence for the alternate allele was supported exclusively by five
or more reads originating from inserts aligned to the same genomic strand. The
simulated burden represents an estimate of the average artefactual burden of the
cohort.

4.4 Discussion

Highly degraded DNA from FFPE samples poses significant challenges for somatic
variant recovery. In this dataset, severely fragmented FFPE-DNA has led to re-
duced library insert sizes and a lower effective depth of coverage. Despite applying
specific GATK filtering intended for orientation bias artefact removal, a substantial
artefactual burden persisted in the somatic variant caller output, complicating the
identification of biological variants of interest. The sequencing strategy, involving
low-depth tumour-only sequencing data, further complicates efforts to distinguish
true somatic variants from artefacts. However, while the sequencing data in this
dataset is less than ideal, it remains usable. By analysing the allele frequency spec-
trum and implementing additional orientation bias filtering, we were able to validate
the existence of both germline and somatic mutations within the data, some of which
may be potentially relevant to cancer.

The advent of high-throughput sequencing has enabled researchers to establish
the prevalence of cancer drivers in many cancer types®™¥. Mutations detected (ie.,
annotated as ‘PASS’) by somatic variant callers such as Mutect2 are routinely em-
ployed to validate expected instances of known drivers within a cohort and to deduce
additional variants contributing to the cancer. However, considering the high preva-
lence and penetrance of pathogenic KRAS in the general PDAC population, and
the challenges posed by the low depth of coverage and a substantial proportion
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Figure 4.6: Comparison of alternate allele read fractions at KRAS G12 related loci
between patient sequencing data, where reads containing alternative alleles were
identified, and the corresponding data from the cohort simulation. While the mean
read fraction remains consistent between both simulated and real datasets at 0.12,
the increased variability in read fractions within the PDAC patient data suggests
broader than anticipated variation from the stated 45% mean tumour purity. Sig-
nificant variation in tumour purity across the cohort could result in a reduction
of detection sensitivity, as some somatic variants may fall below the minimum de-
tectable frequency.

of overlapping read pairs observed in sequencing data from this cohort, we advise
against determining the incidence of KRAS solely based on the number of patients
where Mutect2 detected a pathogenic KRAS variant. To address this question us-
ing the available data, a better approach would be to assess how many members
of this cohort demonstrate the absence of pathogenic KRAS. If we accept, for ex-
ample, the presence of any read containing a pathogenic KRAS allele as evidence
for the presence of a KRAS variant, the resulting incidence would be 45 of 60 pa-
tients (75%) which is no longer significantly below the expected prevalence (85%)
of pathogenic mutations in KRAS in PDAC (p = 0.32) . Uncertainty regarding
the extent of variance in tumour purity across the PDAC cohort is also a matter
of concern. Cohort simulations confirm substantial variation in alternative allele
read fractions at the KRAS G12 related loci in the PDAC patient data compared
to what would be expected from a fixed 45% purity (Figure . This discrepancy
may be a result of variability in tumour purity across samples. Significant variation
in tumour purity across the cohort would result in reduced detection sensitivity in
several patient samples, as some somatic variants may fall below the minimum allele
frequency detectable by Mutect2. This variation may also explain the lower than
anticipated incidence of KRAS observed in the PDAC dataset.

Analysis of Mutect2 output in St. James’s PDAC cohort emphasises the im-
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Patient Variant Protein change Ref. allele depth Alt. allele depth
P1A chr12:25245350C>A G12V 14 1
PSA chr12:25245350C>T G12D 19 2
P13A  chr12:25245350C>A G12V 12 1
P14A  chr12:25245350C>T G12D 27 1
P26A  chr12:25245350C>T G12D 15 1
P28A  chrl12:25245351C>G  GI12R 15 1
P29A  chrl12:25245350C>T G12D 17 2
P33A  chr12:25245351C>G  G12R 28 1
P37A  chr12:25245350C>T G12D 13 1
P39A  chr12:25245350C>T G12D 19 1
P41A  chr12:25245350C>T G12D 26 1
P47A  chrl12:25245350C>A GI12V 34 1
P52A  chr12:25245351C>G  G12R 14 1
P56A  chr12:25245350C>T G12D 11 1
P57TA  chr12:25245350C>A G12V 5 1

Table 4.3: Evidence of pathogenic KRAS variants in reads at the variant locus pile
up was detected in 15 of the 30 patients where Mutect2 output did not identify any
KRAS variant record. The mean depth of coverage at the variant locus was 17.93.
The depth of coverage at the variant locus and depth of coverage of the alternative
allele were evaluated using SAMtools with overlap handling enabled (by default)
and minimum thresholds for base and mapping quality set at 20.

portance of reassessing filtered VCF records at key loci crucial for therapeutic de-
cision making. In particular, records for four patients exhibited strong evidence
of pathogenic KRAS variants (p>0.999), despite being filtered by GATK as weak
evidence. Considering the overall prevalence of KRAS mutations in the general
PDAC patient population, we may assume a high prior probability of KRAS asso-
ciation with the patient’s cancer. This assumption should prompt a reevaluation
of these records from the perspective of their potential to inform clinical decision
making, particularly in light of recent advances in KRAS inhibitor therapies. De-
spite evidence of KRAS mutations, Mutect2 can not accept these variant records as
somatic. This is because accepting them based on that level of probability across
a typical Whole Exome Sequencing (WEX) or Whole Genome Sequencing (WGS)
target would result in a large increase in the number of false positives in its output.
Mutect2 is unable to incorporate an understanding of biological context into its
calling algorithm while recovering somatic variants. However, this does not prevent
clinicians armed with this knowledge from doing so.

The simulations conducted to evaluate the sensitivity of detection across the tar-
get area revealed a large number (approximately 40) of false positives that originated
from alignment issues attributed to germline SNPs and indels. While these variants
are unlikely to be found in common germline databases, they would typically be re-
moved from analysis in a tumour-normal calling pipeline during the variant filtering
stage, as the allele in question would also be detected in the matched normal sample.
However, in the absence of a matched normal in the St. James’s PDAC dataset,
these artefacts are incorrectly annotated as ‘PASS’. Though the number of false
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positives generated in this manner is relatively small compared to the substantial
burden of FFPE/8-0xoG artefacts, these alignment artefacts are noteworthy. They
hold the potential for co-occurrence within a cohort of individuals from the same
population, possibly leading to their incorrect identification as contributors to can-
cer. The absence of a comprehensive database representing germline variation within
the Irish population hinders the identification of these artefacts. Further analysis,
particularly examining secondary alignments of the variant pileup at these loci, is
necessary to clarify the source of variants in mucin genes and other mutations that
recur at the same genomic site across a significant proportion of tumours within this
cohort.

4.5 Conclusion

For over a century, formalin fixation and paraffin embedding (FFPE) has remained
the preferred method for tissue storage and biobanking, preserving patients’ tis-
sues worldwide. With an estimated repository of over 50 million clinically anno-
tated FFPE specimens available globally for somatic variant analysis, FFPE repre-
sents a potentially invaluable research asset®>1%2  The retrieval of sequence data
from FFPE samples dating back almost a century has played a key role in public
health research®Y demonstrating its potential in other areas of research. However,
along with this potential, sequencing FFPE-treated samples presents significant
challenges. One of these challenges involves the need for innovative bioinformat-
ics approaches to address the DNA damage artefacts inherent in FFPE-sequenced
data. The severity of this damage is often such that the resulting sequencing data
is considered unsuitable for variant analysis.”*®. We have demonstrated methods
for recovering somatic variant information from sequence data taken from heavily
damaged FFPE samples. These methods have enabled us to confirm the existence
of somatic and germline distributions in the sequence data and detect the occur-
rence of crucial pathogenic driver alleles, even at average depths of coverage well
below the typically accepted minimum for FFPE samples®™47 To achieve this,
we employed the stochastic simulation framework'% as described in Chapter 3, al-
lowing us to computationally reconstruct the dataset with detailed simulations for
each member of the PDAC cohort. These simulations considered sampling varia-
tions in alternative allele depth and the individual sequencing strategy employed
in creating each patient’s sequence data. They allowed us to validate important
assumptions about LoD, average tumour purity and the incidence of pathogenic
KRAS within the PDAC dataset. The analysis of variant calling data from patients
across the PDAC cohort also revealed mutational hotspots in several other cancer-
associated genes. However, a more comprehensive analysis is necessary to confirm
these variants. This is due to the significant number of germline, and to a lesser
extent, alignment false positives that the simulations have predicted to be among
the somatic variants identified by the PDAC tumour-only variant calling pipeline.
Conducting additional simulations that account for germline variation within the
Irish population would be beneficial in addressing this concern. The methods out-
lined here, developed using the stochastic simulation framework, can be applied to
other heavily damaged FFPE datasets to recover useful information from them.
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5 Conclusions

5.1 Overview

Accuracy in cancer molecular profiling is paramount in treatment and research. The
failure to detect clinically actionable somatic variants can profoundly impact patient
care, leading to missed opportunities for targeted therapy, inaccurate prognosis, and
suboptimal treatment selection and planning. Additionally, it has the potential to
misguide scientific research, resulting in erroneous assumptions about the signifi-
cance of disease drivers within a cohort®®. Incorrectly identified somatic variants
may introduce noise into research studies, obscuring the aetiology of the cancer. In
oncology, incorrectly identifying a clinically actionable variant may expose a patient
to unnecessary risks and side effects of treatments they do not need. The aim of
this thesis was to develop a set of computational methods to identify and explain
the sources of error in cancer somatic mutation data and to apply them in the vali-
dation and analysis of real patient data. The solution was developed in two stages.
Firstly, software was created to facilitate the re-analysis of somatic variant records
previously excluded by variant filtering. Secondly, a computational framework was
established to enable comprehensive and realistic simulation of tumour genomic se-
quencing data. This framework facilitated the validation of hypotheses regarding
specific sources of error associated with the individual sequencing strategy used in
patient somatic mutation analysis.

Chapter 2 of this thesis focused on the development and application of vefView,
an interactive Rshiny tool designed to support the evaluation of somatic mutation
calls from cancer sequencing data. In somatic variant calling, the majority of variant
records are commonly excluded from analysis through variant filtering. For instance,
in the TCGA lung cancer dataset, only 12% of variant records identified by Mutect2
were annotated as ‘PASS’ and thus included in the analysis. Despite the substantial
influence that variant filtering exerts on the somatic mutations retrieved from clinical
studies, there has been limited research on its impact on false negatives. Initially, the
absence of suitable analysis software substantially constrained the scope and pace
of our research aimed at quantifying this impact. Both sequencing artefacts and
genuine somatic variants leave distinct patterns on the allele frequency spectrum,
offering insights into their true origin. Considerations of mutational signatures and
effects on proteins are also of significant interest when re-evaluating variant records.
However, tools for assessing such impacts are cumbersome to configure and lack the
capability to easily review the effects of different analytical choices when subsetting
somatic mutation data.

We addressed these challenges by developing vefView, an interactive data visual-
isation application designed for the exploratory analysis of somatic mutation data.
This application integrates comprehensive variant annotation, mutational signature,
variant filtering, and allele frequency spectrum analysis. Through its graphical user
interface, vcfView enables users to subset VCF mutational data and observe, in
real-time, the impact of these selections on the analysis output. This significantly
streamlines the investigation into how different filtering options and configurations
impact the mutations extracted from VCF data. For instance, users can easily se-
lect a region of interest in the allele frequency spectrum from the display, enabling
real-time examination of variant filters, mutational signatures, and protein impacts
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within that specific region. Furthermore, this analysis dynamically updates while
adjusting variant filtering thresholds, parameters, and selections.

Using vefView, we re-examined the somatic variant caller output from the TCGA
Acute Myeloid Leukaemia (AML) project. While exploring various subsetting op-
tions across filtered TCGA-LAML VCF records, we observed the substantial removal
of records due to the presence of the alternative allele in the normal sample, despite
its extremely low alternate allele frequency in that sample. A large number of these
filtered VCF records relate to high-impact variants associated with cancer. Com-
paring TCGA-AML against other TCGA datasets, we noticed this occurrence was
far more pronounced in TCGA-AML. In somatic variant calling a matched normal
blood sample is typically used as a control to rule out germline and other artefacts
of the sequencing process. However in blood cancers like AML this is generally
replaced with a matched normal a skin sample. Clonal populations in normal skin
samples, which frequently harbour well-known cancer driver mutations, have been
identified in various sources in the literature. Moreover, 3% to 5% of all nucleated
cells in the epidermis are myeloid derived. However, the potential of such issues to
elevate false negatives in clinical diagnosis has not been addressed. We confirmed
that AML drivers were significantly enriched among the set of putative Tumour in
Normal (TiN) records filtered by Mutect2. We therefore conclude that the biological
contexts of variants filtered solely based on their presence at very low allele frequen-
cies in the normal sample should be carefully considered before excluding them from
clinical decision making. The exploratory analysis conducted using vctView played
a pivotal role in this research.

Although filtered records provide insight into errors in mutation calls, they offer
an incomplete picture. They do not identify sequencing artefacts passed by the caller
and provide limited insight into false negatives, only considering filtered variants in
the caller VCF output. Many loci containing putative somatic variants are rou-
tinely excluded during variant caller preprocessing to save computational resources,
potentially leading to decreased sensitivity in detection. Other potential errors in
somatic mutation data, such as inaccuracies in the estimation of alternative allele
frequency, cannot be addressed solely by analysing filtered variants. To thoroughly
investigate these issues, it is essential to have comprehensive reference sequencing
data that includes a ‘ground truth’ set of somatic mutations, indicating the locations
and sources of all loci containing non-reference bases within the dataset. However,
initial efforts to overcome these challenges using existing methods for ground truth
sequencing data creation proved unsuccessful. The true sets for data created using
these methods are incomplete as they typically contain other somatic variants as
well as sequence and alignment errors at unknown locations. In many instances,
we could not determine whether an issue stemmed from an error on the part of the
somatic variant caller or, in fact, originated from inaccuracies in the truth set used
for validation. These methods also fail to take into account stochastic aspects of the
sequencing process, leading to unrealistic simulation of the somatic variant alternate
allele depth.

Chapter 3 of this thesis detailed how challenges associated with somatic mutation
truth sets were addressed by creating a simulation framework to generate compre-
hensive and realistic tumour sequencing data. In contrast, truth sets created using
this framework not only provide definitive identification of variant caller errors but
also, critically, enable us to explain why the caller mistakenly made the incorrect
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call, thereby eliminating ambiguity associated with existing simulation methods.
This information has the potential to predict and avoid scenarios where false posi-
tives arise, improve caller detection algorithms, and predict sensitivity across a range
of sequencing strategies, including coverage and target selection. This simulation
framework also accounts for the randomness in the number of reads that contain the
non-reference allele at somatic mutation sites, thereby providing an effective means
of assessing the impact of sequencing strategy on the variant caller estimation of
somatic variant allele frequency, a capability not available with other simulation
methods.

In Chapter 3, we applied this novel simulation framework to evaluate the perfor-
mance of the GATK4 Mutect2 mutation caller across a range of sequencing depths,
somatic mutational frequencies, and a diverse set of sequencing artefacts. We con-
firmed the GATK4 pipeline’s minimal type I error rate when applied to high quality
sequencing data. Furthermore, we quantified the impact of various GATK vari-
ant filters on type II errors, specifically highlighting the potential influence of the
‘allele in normal’ quality filter on the sensitivity of detecting clinically actionable
variants. We identified bias in Mutect2’s estimation of the mutant allele frequency
which decreases with increasing sequencing depth. In addition, we used the simu-
lation framework to determine the observed frequency spectrum that results when
mutations from a theoretical spectrum corresponding to a model of tumour evolu-
tion are called from cancer sequencing data. The results of applying Mutect2 to
heavily FFPE and 8-oxoG damaged simulated sequencing data are also of partic-
ular interest. Despite the GATK4 orientation bias filter successfully removing the
vast majority of this artificial burden, a very small percentage (1%) was incorrectly
passed by the variant caller. Pre-analytical factors, such as FFPE treatment, may
cause significant DNA damage, resulting in a very large burden of orientation bias
artefacts in the sequencing data output. These simulations suggest that this damage
could lead to a substantial number of type I errors.

In Chapter 4, we applied the simulation tools and analytical techniques we de-
veloped previously to examine an unpublished pancreatic dataset comprising 60
patients. The cohort included individuals diagnosed with early-onset and aggres-
sive pancreatic ductal adenocarcinoma. Researchers at St. James’s Hospital and
Trinity College Dublin commissioned the study to validate the role of KRAS and
explore other potential drivers of PDAC within this cohort. However, the somatic
mutation data were obtained from low-depth sequencing of heavily DNA-damaged
FFPE samples without the availability of normal control samples, posing significant
challenges in the analysis. Despite the application of GATK4 orientation bias filter-
ing, the initial analysis of all patients was complicated by an extremely high burden
detected by Mutect2, suspected to be of artefactual origin. The application of be-
spoke orientation bias filtering and examination of the frequency spectrum enabled
us to conclude that this burden was composed primarily of orientation bias arte-
facts that had made it past GATK4 filtering, obscuring the germline and somatic
burdens. To avoid a decrease in detection sensitivity, the additional filtering was
removed, and two orthogonal methods, using the binomial model and the simulation
framework, were applied to estimate the sensitivity of somatic variant detection in
the dataset. Notably, the binomial approach predicted a sensitivity that was signif-
icantly higher than what was empirically observed in the simulation, suggesting it
would be inappropriate to use the binomial model in this case.
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The incidence of pathogenic KRAS, detected by Mutect2 within the PDAC
dataset, was also reassessed using the simulation framework in Chapter 4. This
framework enabled a detailed replication of the individual sequencing strategy used
in creating each patient’s sequence data. It also facilitated the validation of key
assumptions regarding Limit of Detection (LoD) and average tumour purity in the
dataset, leading to an improved estimation of the incidence of pathogenic KRAS
across the cohort. The simulations also drew attention to an increase in the number
of type I errors associated with alignment issues in tumour-only mutation calling,
which is not observed in tumour-normal pipelines. Alignment artefacts during so-
matic variant calling, arising from disparities between the patient and reference
genome, are typically eliminated because they are also present in the matched nor-
mal sample. However, in tumour-only pipelines, these artefacts are mistakenly iden-
tified as somatic variants. Finally, further analysis of somatic mutation data also
revealed recurrent mutations in several other cancer-associated genes that may have
played a role in disease progression in these patients. Our analysis also underscored
the crucial importance of considering biological context when analysing filtered vari-
ants at clinically relevant loci. It revealed evidence of pathogenic KRAS variants
in several patients that had been previously excluded from the analysis by variant
filtering.

5.2 Future perspectives

While both vefView and the stochastic simulation framework have proven highly
useful in recovering clinically and research-relevant information from somatic muta-
tion data, there are several areas in which these methods could be further enhanced.
As outlined in Chapter 2, vefView relies on multiple Bioconductor packages to func-
tionally annotate VCF data each time a new VCF file is loaded. Depending on the
system running the application and the target size, this process can lead to pro-
longed load times and increased demands on system resources. The introduction
of an option to use pre-existing annotations from a pre-annotated VCF file would
expedite analyses using this tool. Potential improvements to the simulation frame-
work outlined in Chapter 3 include improving the replication of the coverage profile,
reflecting how the depth of coverage varies across the target, when simulating in-
dividual BAM files. Additionally, adding functionality to spike-in somatic indels
would further contribute to improving the accuracy of the simulation.

There are several other potential applications of the simulation framework that
warrant investigation. Tumour-only methods of mutational profiling have seen in-
creased use in clinical oncology in recent years. This simplified assay does not
require a matched normal sample, reducing costs associated with sample collection
and sequencing. Tumour-only calling pipelines generally employ databases of known
germline polymorphisms and computational modelling using high depth of coverage
to predict germline status. These approaches however lack the ability to exclude
other artefacts of the sequencing process, such as alignment artefacts, that are typ-
ically highlighted by the normal control and this may result in an increase in type I
errors. Similarly, disparities between the patient genome and the standard reference
genome used in variant analysis may result in the misalignment of reads containing
evidence of the alternate allele, leading to the failure to detect clinically relevant
somatic variants. The full extent of these issues has not been thoroughly investi-
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5 CONCLUSIONS

gated in the literature. The simulation framework facilitates a comprehensive and
realistic simulation of tumour genomic sequencing data based on the phased, person-
alised genome of any 1000 Genomes donor. This makes it the ideal computational
approach to explore the potential scope of these issue.

Finally, the simulations involving a uniform somatic distribution outlined in
Chapters 3 and 4 have the potential to further inform our understanding of the
allele frequency spectrum inferred by the variant caller from a specific sequencing
strategy. In these simulations, we divided the frequency spectrum into a specific
number of equal intervals and introduced a uniform, constant somatic burden in
each interval. Observing the actual burden in each interval, we recorded the fraction
of that burden detected across all intervals as estimated by Mutect2. For example,
with 200 intervals, this resulted in a 200x200 detection matrix, enabling us to predict
where in the frequency spectrum the true burden in any semi-centile will be observed
by the caller. This matrix allows us to accurately simulate any observed allele
frequency spectrum. This can be achieved using multiple least squares regression to
decompose the spectrum into a series of semi-centiles, each containing an individual
uniform burden, which may then serve as a basis for further simulations. As these
semi-centile burdens represent an estimate of where in the frequency spectrum the
true somatic burden is located, this method may also be applicable as a means of
estimating TMB, the total burden present in the sample above a 5% VAF threshold.
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Appendices

Appendix A

#!/bin/bash
# Filter script that allow through only PASS variants that demonstrate evidence of absence of FFPE
# Run it as follows..
# ./hFilterFfpe.bash P15A/results/VCF/P15A_MUTECT2.filtered.annotated.vcf.gz
#
# Output is in P15A_MUTECT2.filtered.annotated.extraFiltered_ffpe_0xoG.vct
outfile=‘echo ${1}| sed -e ’s/.*\///1’ -e ’s/vcf.gz$/extraFiltered_ffpe_0xoG.vcf/1’°
echo "Hard filtering "${1}
zcat ${1} | egrep -v >~#’ | \
awk ’{
/* Pass and SNVs only */
if ($7=="PASS" && $4 ~ /" [GCAT]1$/ && $5 ~ /" [GCATI$/ )
{
split ($9,format,":")
split ($10,formatContents,":")
/* Pull out format attributes from VCF sample field */
for(i in format)
{
formatAttribute [format [i]]=formatContents[i]
}
/* Pair Orientation */
/* Pull out num of reads in forward and reverse directions */
/* F1R2 means first read in the pair aligns to the forward strand, second reverse, etc. */
/* F1R2 means the first read is a forward one and comes from the reads 1.fq file and */
/* the second read is a reverse one and comes from the reads 2.fq */
/* ref=1, alt=2 */
split (formatAttribute ["F1R2"],fwdReads,",")
split(formatAttribute["F2R1"] ,revReads,",")
/* If there is solid evidence for absence of FFPE, */
/* ie., if there is more than one supporting read from both strands */
/* btw., supporting read => read that provides evidence of the variant at this locus */
if (fwdReads[2]>2 && revReads[2]>2)
print $0
}
}> > ${outfile}
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Appendix B

P1A: standard filtering only.
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Figure 5.1: Illustration of allele frequency spectra for patients P1A to P6A before
and after applying additional DNA damage filtering.
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P7A: standard filtering only. P7A: additional DNA damage filtering.
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Figure 5.2: Illustration of allele frequency spectra for patients P7A to P12A before
and after applying additional DNA damage filtering.
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P13A: standard filtering only.
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Figure 5.3: Illustration of allele frequency spectra for patients P13A to P18A before
and after applying additional DNA damage filtering.
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Figure 5.4: Illustration of allele frequency spectra for patients P19A to P24 A before
and after applying additional DNA damage filtering.
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Figure 5.5: Illustration of allele frequency spectra for patients P25A to P30A before
and after applying additional DNA damage filtering.
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Figure 5.6: Illustration of allele frequency spectra for patients P31A to P36A before
and after applying additional DNA damage filtering.
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Figure 5.7: Illustration of allele frequency spectra for patients P37A to P42A before
and after applying additional DNA damage filtering.
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Figure 5.8: Illustration of allele frequency spectra for patients P43A to P48A before
and after applying additional DNA damage filtering.

139



BIBLIOGRAPHY

P49A: standard filtering only.

additional DNA damage filtering.

1000 a0
500 10
] JI |1|'||| I]_ a I 0 UL il Fi
0.00 025 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
P50A: standard filtering only. P50A: additional DNA damage filtering.
750
201
500
u " -ﬂn II v I I U [l _c6 1 [HEsibry
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
" P51A: standard filtering only. P51A: additional DNA damage filtering.
= 2000
201
% 1500 15 4
" 1000 104
M  sm0 5
> 0L H1I TP . ol e il .
H‘E‘ 0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
'a P52A: standard filtering only. P52A: additional DNA damage filtering.
'E 1500 20
S 1000 :E
Z 50 5
0 Lo ﬂ o 0 d Lo el oo
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
P53A: standard filtering only. P53A: additional DNA damage filtering.
900 30
600 20
300 10
[} J] Afn II n U n
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
P54A: standard filtering only. P54A: additional DNA damage filtering.
1000 .
20
500 10
015 oo : — 0L ., : ;
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00

Allele Frequency

Figure 5.9: Illustration of allele frequency spectra for patients P49A to P54A before
and after applying additional DNA damage filtering.
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Figure 5.10: Illustration of allele frequency spectra for patients P56A to P61A before
and after applying additional DNA damage filtering.
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Appendix C

St.James hospital 60 patient PDAC cohort, MUC3A incidence
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Figure 5.11: Incidence of recurring MUC3A mutations in PDAC cohort.
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